Solving the Multi Objective Flexible Job Shop Problem Using Combinational Meta Heuristic Algorithm Based on Genetic Algorithm and Tabu-Search
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ABSTRACT
Flexible Job Shop Scheduling Problem (FJSSP) has an especial place in industry environments; due to this issue and also due to its mathematical characteristics large number of managers and researchers are considered this problem. Flexible Job Shop Scheduling Problem is more complex than JSSP and classified as Np- Hard problems. So in this paper a combinational optimization Meta heuristic based on Genetic algorithm is proposed for solving this problem and Tabu search method as a local search algorithm is used to increasing the quality of solutions. In current paper the FJSSP is studied in Multi objective mode and during the solving the problem three objective functions are considered as Makespan, Total workload of machines and Maximum workload of machines and all of them should be minimized. This problem is coded by VBA Software and finally the solutions of proposed algorithm are compared with other papers and the efficiency of solution will be examined.
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1. INTRODUCTION
Flexible job shop scheduling problem (FJSSP) is one of the most important fields in both of production management and combinatorial optimization. It has more usage than job shop systems problem and through that we can use for increasing production, solving bottleneck problem, or use as a competitive issue in economic environment[1]. In the static JSSP, a finite number of jobs are to be processed by a finite number of machines. Each job consists of a predetermined sequence of task operations, each which needs to be processed without interruption for a given period of time on a given machine. Tasks of the same job cannot be processed concurrently and each job must visit each machine exactly once[2]. According to complexity theory [3], the JSSP is characterized as NP-hard combinatorial optimization problem. Obtaining exact solutions for such problems is computationally intractable [2, 3].Flexible Job Shop Scheduling Problem (FJSSP) is an extension of JSSP which allows an operation to be processed by any machine from a given set [4].Because of the additional needs to determine the assignment of operations on the machines, FJSP is more complex than JSP, and incorporates all the difficulties and complexities of JSP, which is considered one of the most difficult problems in combinatorial optimization [5].

The problem of scheduling jobs in FJSP could be decomposed into two sub-problems: a routing sub-problem, which is assigning each operation to a machine out of a set of capable machines and a scheduling sub-problem, which is sequencing the assigned operations on all selected machines in order to obtain a feasible schedule with optimized objectives [6].
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algorithm with considering the Pareto optimal solutions. They used from a local search heuristic for improving the chance of obtaining more number of global Pareto-optimal solutions.

In this paper, we study the flexible job shop scheduling problem and three objectives were considered. We have used a Genetic algorithm for generating initial solution and we have also used Tabu search algorithm to improve the quality of solutions.

The paper is organized as follows: Section 2 gives a brief introduction about Flexible job shop scheduling problem and Section 3 describes an overview of Meta heuristic optimization techniques such as Genetic algorithm and Tabu search. And also Section 3 describes the proposed algorithm for Flexible job shop scheduling problem. Section 4 covers numeric example. And finally section 5 deals with the conclusion.

2. Flexible job shop scheduling problem (FJSSP)

Flexible Job Shop Scheduling Problem (FJSSP) has an especial place in industry environments; due to this issue and also due to its mathematical characteristics large number of managers and researchers are considered this problem.

The Flexible job shop scheduling problems consist of n independent jobs $J = \{J_1, J_2, \ldots, J_n\}$ and m machines $M = \{M_1, M_2, M_3, \ldots M_m\}$. Each job $i$ consists of a sequence of $n$ operations $O_{i1}, O_{i2}, O_{i3}, \ldots, O_{in}$. The execution of each operation $j$ of a job $i$ $(O_{ij})$ requires one machine from a set of given machines called $M_{ij}, M_{ij} \in M_i$ and the processing time of operation $O_{ij}$ on machine $k$ is $p_{ijk}$.

During the solving Flexible job shop scheduling problems, the following assumptions are considered:

1) Each operation cannot be interrupted during its performance (non-preemptive condition);
2) Each machine can perform at most one operation at any time (resource constraint);
3) Each machine becomes available to other operations once the operations which are currently assigned to be completed.
4) All machines are available at $t = 0$.
5) All jobs can be started at $t = 0$.
6) The precedence constraints of the operations in a job can be defined for any pair of operations;
7) Jobs and Machines are independent from each other;
8) There are no precedence constraints among operations of different jobs.
9) Neither release times nor due dates are specified.

Also in this paper three objectives are considered and all of them will be minimized:

1) Maximum completion time (Makespan);
   \[ \text{Fitness}_1 = \max C_i \quad i=1, 2, \ldots, n \quad n=\text{Number of jobs} \] (1)
   That $C_i$ be the completion time of job Ji

2) The total workload of machines;
   \[ \text{Fitness}_2 = \sum_{j=1}^{n} \text{Workload}_j = \sum_{j=1}^{n} p_{ijk} \quad m=\text{Number of machines} \] (2)

3) The critical machine workload;
   \[ \text{Fitness}_3 = \max_{j=1,2, \ldots, m} \left[ \text{Workload}_j \right] \] (3)

That the Eq. (1) denotes the maximum finishing time considering all the operations and about Eq. (2) must be clear that the cost of any assignment is directly related to the processing time of the job on the machine. And finally Eq. (3) is equal to the maximum of workloads for all machines. In all of scheduling problems between objectives Makespan has an important and key role. And it is clear that all criteria are conflicted to each other.

3. Proposed Algorithm

In this section the hybrid proposed algorithm to solving the Flexible job shop scheduling problem with considering three objectives will be explained.

There are several intelligent algorithms for solving the NP-hard optimization problems; genetic algorithm, particle swarm optimization, simulated annealing, and ant colony optimization are some of these algorithms. Between these algorithms, Genetic algorithm is one of the most popular meta heuristic algorithms that developed by Holland[17], which are based on the mechanics of natural selection and genetics to search through decision space for optimal solutions[18].

Generally, performing a genetic algorithm is simple. GA starts with an initial population of possible solutions. For evaluating the solutions in any iteration, an objective function is defined. Then a new population will be formed by a selection process using some sampling mechanism based on the fitness values. The cycle from one population to the next one is called a generation[19]. In each new generation by two genetic operators (Crossover and Mutation) Chromosomes are combined or changed and new chromosomes (offspring) are
generated. The new population is then used in the next iteration of the algorithm. Finally, the new solutions are used to replace the poorer of the original solutions and the process is repeated. Commonly, the algorithm terminates when either a maximum number of generations has been produced, or a satisfactory fitness level has been reached for the population [19].

In the following sections, first the Encoding scheme is considered and then the steps of used Meta heuristic algorithms will be explained.

3.1. Encoding scheme

Since in FJSSP any operation can perform on any machine, in coding the problem we have to consider machines in addition of operations. So according to Zhang et al.[15], for coding the problem, Chromosomes are divided in two sections; in other word one solution is shown by two chromosomes; one chromosome for operations and one chromosome for used machine. The number of Gens in two chromosomes is same and calculated as below:

\[
\text{Number of Jens} = \sum_{j=1}^{n} \text{Number of Operation}_{i} O_{ij} \quad i=1, 2, 3... n
\]

To illustrate the issue, consider a problem with four jobs each of which must be performed on five machines (Table 1). Jobs consist of 2, 2, 4, 3 operations respectively. In the next step in order to define the sequence of operations, for each of them, in any chromosome the job index must be repeated as number as its operation, and for generating a Machine chromosome in any Jen a random number is randomly generated between 1 and 5. For example an Operation chromosome and Machine chromosome can be as follow:

- Operation chromosome = [2, 3, 1, 2, 2, 1, 3, 4, 3, 1, 4, 3]
- Machine chromosome = [2, 2, 3, 4, 5, 4, 2, 2, 3]

3.2. Genetic operations:

3.2.1. Crossover:

Crossover is the process in which the chromosomes are mixed and matched in a random fashion to produce a pair of new chromosomes (offspring) [20]. In this hybrid algorithm the crossover operations of both Machine and Operation chromosome perform separately.

The Crossover procedure for Machine chromosome is as follow, first 2 chromosomes are chosen randomly and these two chromosomes should not be same to each other. And then for performing Crossover, Two-Point Crossover mechanism is used.

**Two-Point Crossover to Machine Chromosome** - Two random points is chosen on the individual chromosomes (strings) and the genetic substring is exchanged at these points. For instance, in a previous problem (Table 1), two random Machine chromosomes with feasible genes can be as follows:

- Parent 1 = [2, 2, 3, 4, 5, 4, 4, 4, 1, 2, 2, 3]
- Parent 2 = [3, 2, 3, 4, 5, 4, 5, 4, 2, 1, 1, 2]

The offspring produced from these parents by applying the above-mentioned operators are as follows:

- Offspring 1 = [2, 2, 3, 4, 5, 5, 4, 2, 2, 2, 3]
- Offspring 2 = [3, 2, 3, 4, 5, 4, 5, 1, 1, 1, 2]

And also this crossover procedure guarantees that the results are feasible.

In order to perform crossover operation on operation chromosome, we divide all jobs into two groups by a random procedure, J1 and J2. At the next stage, we retain the jobs from parent 1 that belong to J1 and we do so for parent 2 and J2. Then were move the other elements of the parents. The remaining elements of parent 1 and parent 2 are respectively transferred to child 1 and child 2 with the same positions. The empty positions of child 1 and child 2 will be orderly filled with the elements of parent 2 and parent 1 that belong to their previous sequence [16]. For instance, in a mentioned problem, two random operation chromosomes with feasible genes can be as follows:

- Parent 1 = [2, 3, 2, 3, 4, 4, 1, 3, 3, 2, 1]
- Parent 2 = [4, 2, 3, 2, 1, 4, 2, 1, 3, 1, 3]

And two groups of jobs are J1 = {1, 4} & J2 = {2, 3}; the offspring produced from these parents by applying the above-mentioned crossover procedure are as follows:

- Offspring 1 = [2, 3, 4, 2, 4, 1, 3, 1, 3, 3, 1]
- Offspring 2 = [4, 2, 3, 2, 4, 1, 2, 1, 3, 1, 3, 3]
3.2.2. Mutation:
Mutation operator is the process used to rearrange the structure of the chromosome to produce a new one [20]. For applying the mutation procedure to both chromosomes, two-point mutation is used. In this way two randomly point of one chromosome is chosen and then the value of Jens is changed between these two points. The offspring produced by applying the above-mentioned Mutation procedure are as follows:
Two-point mutation with random points.

*Machine Chromosome:*
Parent = [2, 2, 4, 5, 4, 4, 1, 2, 2, 3]
Offspring = [2, 2, 5, 4, 5, 4, 3, 1, 2, 2, 3]

*Operation Chromosome:*
Parent = [4, 2, 4, 1, 4, 1, 3, 2, 3]
Offspring = [4, 2, 2, 4, 1, 3, 1, 3, 1, 3, 2, 3]

3.3. Tabu Search
To date, TS appears to be one of the most successful and most widely used Meta heuristics, achieving excellent results for a wide variety of problems[21]. The Tabu Search algorithm (TS) was initially proposed by Glover[22]. Tabu search, like other meta-heuristic approaches, is based on the local search procedure. Starting from a given initial solution $s_0$ (e.g., found by a constructive heuristic algorithm), at each iteration $t$, the method moves from solutions $s_t$ to the best solution in its neighborhood (i.e., the set of solutions obtained from $s_t$ by applying all the possible moves), even if this causes a deterioration in the objective function value (in order to escape from the local optimum). To avoid cycling, some solutions of the neighborhood are declared forbidden, or taboo, for a given number of iterations (tabu tenure). The search stops whenever a given stopping rule is satisfied.
An algorithmic outline of a simple TS algorithm is given in below:
1- Generating an initial solution: select an initial solution based on the section.
2- Initializes all the memory structures used during the run of the TS algorithm, at the start of algorithm all memory are empty.
3- Generating the neighborhood solution, in this paper for more speed after that all of neighbor solutions were generated the subset of them are chosen randomly that are called Candid list.
   In addition, the neighborhood is defined as the set of solutions obtained from current solution and any neighborhood solution is generated by changing an element of current solution.
4- Evaluating the neighbors and select best solution.
5- Updating the memory structures

3.4. Hybrid GA-TS algorithm
GA is a population-based meta-heuristic that can be used for NP-hard optimization problems. Moreover, TS is a meta-heuristic that is designed for finding a near-optimal solution of combinatorial optimization problems. Therefore, the combination of GA and TS can improved the quality of found solution with compared the GA. The final TS solution is used as one of the initial solutions of the GA algorithm.

The proposed GA-TS hybrid algorithm includes two phases. In the first phase, one solution is generated by GA algorithm and then this solution is improved by TS algorithm.

The general outline of the proposed GA-TS hybrid algorithm for the FJSP is as follows.

Step 1: First, problem data are read and then N random chromosomes are produced as mentioned in section 3.1.

Step 2: For each one of the N chromosomes produced, the objective function (Obj(i)) is calculated as follows:

$$Obj(i) = w1 \times \frac{Makespan[i] - F1Min + \gamma}{F1Max - F1Min + \gamma} + w2 \times \frac{TotalWorkload[i] - F2Min + \gamma}{F2Max - F2Min + \gamma} + w3 \times \frac{MaxWorkload[i] - F3Min + \gamma}{F3Max - F3Min + \gamma}$$ (5)

$F1Min$: Minimum Makespan in population;
$F1Max$: Maximum Makespan in population;
$F2Min$: Minimum Total workload in population;
$F2Max$: Maximum Total workload in population;
$F3Min$: Minimum Max workload in population;
$F3Max$: Maximum Max workload in population;
$\gamma$: A little positive value;
W₁: Weight of first objective
W₂: Weight of second objective
W₃: Weight of third objective

In equation (5) the Makespan (i), Total workload (i), Max workload(i) are calculated according to equation (1), (2), (3) respectively. Also if denominators were equal to zero, then it would be impossible to calculate Objᵢ. Then, γ is added in the equation (5).

Step 3: Using the Tabu search algorithm for improvement the solutions and for this, first the neighborhood solution from current solution is generated and to prevent of high calculation, a candidate list of neighborhood solution are chosen randomly; and these random solution are compared to each other.

Step 4: Calculation the objective function (Objᵢ) to reached solutions as step 2.

Step 5: Selection the best parents of population; in this section first the generated population is sorted ascendant and then pop chromosomes of best parent are chosen for next step.

Step 6: Producing offspring chromosomes from parent chromosomes. In this step the Crossover and Mutation procedure that was explained in section 3.2 is used. It should be mentioned that the mutation rate is decreasing and uses function (6), so that in the final generation, the mutation rate will be zero[19].

Fₘₐₜₐₜₑ = 1 - \frac{Ng}{G} (6)

Where G is the number of generations and Ng is the generation number index.

Step 7: Repeat steps 4-6 until the chromosomes do not change from one generation to the next.

The procedure of the hybrid algorithm is summarized in Fig. 1.

4. Numeric examples

In this section in order to explain the function of proposed algorithm, we compared the algorithm with other papers and for this issue two kind of instances (small scale problem with 4 jobs and 5 machines and middle scale with 10 jobs and 10 machines) are considered same as table 1, 3 respectively.

At first because of increasing the efficiency of algorithm the best values for parameters were calculated. We analyzed the solutions by considering 3 levels for POP size (Pop=150, 200, 300), 3 levels for Crossover
rate (0.7, 0.8, 0.85) and 2 levels for Mutation rate (0.1, 0.2) and for each combination of parameters the algorithm was run for 10 times. The result of analyzing the reach solutions by ANOVA is shown in the Fig 2 and as it is clear in the Fig 2 the best values for parameters are pop size=300, Crossover rate=0.8, Mutation rate=0.2.
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Fig.2. Analyze of Parameters

**Example 4.1**

This instance is taken from[16] and is considered as a small scale instance.

<table>
<thead>
<tr>
<th>Job</th>
<th>Operation</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1</td>
<td>O1,1</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>O1,2</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>O1,3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>J2</td>
<td>O2,1</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>O2,2</td>
<td>5</td>
<td>6</td>
<td>9</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>O2,3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>54</td>
<td>5</td>
</tr>
<tr>
<td>J3</td>
<td>O3,1</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>O3,2</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>O3,3</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>O3,4</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>J4</td>
<td>O4,1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>O4,2</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1. The processing times of jobs on the machines

The best found solution in related paper and proposed algorithm are as table 2. And as is clear the proposed algorithm finds one good solution more.

<table>
<thead>
<tr>
<th>Objectives</th>
<th>Fattahi et al.</th>
<th>Proposed algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>MakeSpan</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>Total Workload</td>
<td>33</td>
<td>32</td>
</tr>
<tr>
<td>Max Workload</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2. Comparison results on small scale instance

**Example 4.2** In this example, the efficiency of algorithm on Middle scale problems is tested. The table 3 is shown the processing time of middle scale problem that is taken from [10].
The Flexible Job Shop Scheduling Problem is one of the most difficult problems in scheduling environments and many researchers have analyzed this problem. In current paper the FJSP is considered and one Meta heuristic algorithm based on genetic algorithm was proposed for it. Also for improve the quality of solutions the genetic algorithm was combined with Tabu search method. In this paper, our goal is to find an optimum sequence for minimizing the fitness function and for calculating the fitness function three objective functions were calculated. Makespan, Total Workload of machines and maxim of Machine workloads and all of them should be minimized. We coded this algorithm in VBA and the reached solutions of algorithm in two kinds of instances (small and large scales) were compared with other papers in final section.

5. CONCLUSION

The Flexible Job Shop Scheduling Problem is considered and one Meta heuristic algorithm based on genetic algorithm was proposed for it. Also for improve the quality of solutions the genetic algorithm was combined with Tabu search method. In this paper, our goal is to find an optimum sequence for minimizing the fitness function and for calculating the fitness function three objective functions were calculated. Makespan, Total Workload of machines and maxim of Machine workloads and all of them should be minimized. We coded this algorithm in VBA and the reached solutions of algorithm in two kinds of instances (small and large scales) were compared with other papers in final section.
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