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ABSTRACT 
 

It is the aim of this paper to compare the effect of choosing different dependent variables in the solution of 
steady incompressible Navier-Stokes equations by, finite-volume method in general non-orthogonal 
curvilinear coordinates. A staggered grid system is used and comparison is made between cartesian cell face 
velocity components and covariant cell face velocity projections. The skewed lid driven cavity is used as the 
benchmark test case to analyze the effect of different schemes, considered. According to the results, 
Cartesian cell face velocity based method is a better choice when the grids are nearly orthogonal while the 
covariant cell face velocity projection based one is a better choice for highly non- orthogonal grids. 
KEYWORDS: Body Fitted Coordinates, Staggered Grid, Cartesian, Covariant, Navier-Stockes. 
 

INTRODUCTION 
 

A very accurate method to capture the boundaries of complex geometries when dealing with fluid flow 
problems is body fitted non-orthogonal grids. With body fitted curvilinear coordinates, there are different 
choices available for  pressure velocity coupling method (SIMPLE, SIMPLER, SIMPLEC, PISO,...), grid 
arrangement (staggered, non-staggered) and dependent variables in the momentum equations (cartesian, 
covariant, contravariant). 

Demirdzic et al.[1]used finite volume method based on staggered grid in terms of contravariant 
velocity components. Rhie and Chow[2]applied the strong conservation form of the equations on a non-
staggered grid system. Shyy et al.[3]used staggered grid system and one cartesian velocity at each cell face 
as the dependent variable. The use of non-staggered grid with cartesian velocity components as the 
dependent variables made the basis of FLOW- 3D code in 1987[4]. Demirdizic et al.[5] used the 
contravariant velocity with a staggered grid system. Karki and Patankar[6]and Davidson et al.[7]used the 
covariant components of velocity in a staggered grid system. Demirdizic et al.[8]used the cartesian velocity 
components together with a collocated grid arrangement. Shyy and Vu[9]concluded that using curvilinear 
velocity vectors introduce additional source terms in the governing equations while cartesian velocity 
vectors allows these equations to retain the full conservation form. Davidson and Farhanie[10]developed a 
code entitled CALC-BFC based on cartesian velocity components and non-staggered grid arrangement. 
Melaaen[11]made a comparison between two finite volume methods, one of them based on a non-staggered 
grid with cartesian velocity components and the other a staggered grid with covariant velocity components. 
Lee et al.[12]employed contravariant velocity based method in a non-staggered grid system to compute 
pulsatile flows. Choi et al.[13]compared the results of using covariant and contravariant velocity 
components in a non-staggered grid system. Tony et al.[14]used the contravariant velocity components in a 
staggered grid system. Xu and Zhang[15]investigated the effect of grid skewness on the under relaxation 
factor in a non-staggered grid system and compared the results in four different skew angles of 30, 45, 60 
and 90o. Wang and Komori[16]made a comparison between choosing cartesian and covariant velocity 
components on non-orthogonal collocated grids. Xu and Zhang[17]solved the steady laminar incompressible 
flow in a non-orthogonal non-staggered grid with contravariant velocity. In a similar work to what has done 
by Wang and Komori, Lai and Yan[18], concluded that there is no obvious difference on the convergence 
rate and accuracy by different cell face velocity selection. Shklyar and Arbel[19]extended the SIMPLE 
algorithm in general curvilinear coordinates in a way that two staggered grids were used to discretize the 
physical domain. Erturk and Dursun[20]solved the two dimensional steady incompressible Navier-Stokes 
equations in skewed cavity flow by non-orthogonal grid using a stream function-vorticity method. Cheng et 
al.[21]developed an improved SIMPER algorithm in non-staggered, non-orthogonal grid system named 
CLEARER. Traore et al.[22] developed a finite volume scheme on non-orthogonal mesh based on an 
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iterative technique known as deferred correction. Sun et al.[23] implemented the IDEAL algorithm on a 
three dimensional collocated grid system. This algorithm uses a doubly-iterative process for pressure 
correction. Hwang[24] proposed a solution procedure for calculating incompressible Navier-Stokes 
equations on staggered polygonal grids. Pascau [25] extended the pressure-weighted interpolation method to 
unsteady flows. Singh and You[26] developed a second-order accurate finite volume method for a solution 
of the incompressible Navier-Stokes equations on complex multi-bock structured curvilinear grids. Cheng et 
al.[27] proposed an algorithm named Coupled and Linked Equation Algorithm Revised-ER(CLEARER) 
where, the second relaxation factor is introduced in constructing the contravariant interface velocities. It is 
claimed that this algorithm can deal with the grid non-orthogonality especially at high Reynolds numbers. Li 
et al[28] compared the performance of both momentum interpolation and linear interpolation in 
discretization of momentum and other scalar equations on a non-staggered grid system. Yu et al.[29] solved 
the Navier-Stokes equation by a finite-volume method based on non-staggered unstructured triangular grids. 
They showed that the convergence rate of the cell-vertex scheme is faster than that of the cell-centered 
scheme. Bu et al[30] compared two momentum interpolation methods in curvilinear non-staggered grids in 
single and two phase flows. Sun et al.[31] applied the previously described IDEAL algorithm to unsteady 
two phase flows. In a recent work, Shih et al.[32] conducted a comprehensive survey of the literature for 
numerical solution of heat transfer and fluid flow problems from 2010 to 2011. 

 In the present study, effects of cell face velocity selection in the two dimensional incompressible flow 
on non-orthogonal staggered grids is investigated. A comparison is made between cartesian cell face 
velocity components and covariant cell face velocity projections by applying the methods to a well-known 
test case, namely skewed lid driven cavity.  
 

MATHEMATICAL DESCRIPTION 
 

The steady state form of the 2-D governing equations in general curvilinear coordinates for the 
dependent variable   can be written as [3]: 
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U,V are the contravariant velocity components or velocity components along the   ,  lines respectively, 

  is the diffusion coefficient, S   ,  is the source term of  and q1 to q3 are metrics of transformation and 
J is the jacobian.  
The continuity equation in generalized coordinates   ,  can be written as: 

     0 VU 






   (3) 

Discretization of governing equations 
After dividing the physical plane into quadrilateral control volumes, the discretization equations are 

obtained by integrating the governing equations over the control volumes.  
The resulting algebraic equations for the variable  can be written in the following general form: 

    (4)  
where, E, W, N, and S refer to east, west, north and south neighbors of the central point P, respectively as 
shown in Fig. 1. bø includes all the terms calculated explicitly including the source terms and the terms 
containing cross derivatives. 

Integrating the continuity equation on each control volume results in: 
          (5)   

In curvilinear coordinates it is possible to use the cartesian, contravariant or covariant velocity 
components as the dependent variable ø. Although mathematically these options would yield the same result, 
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        0 Snwe VVUU 
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in practical calculation with finite degree of numerical accuracy, these choices may not yield the same or 
even comparable results. 
 
Momentum equations with cartesian velocity components 

Equation 4 for the momentum equations with cartesian velocity components at the cell faces which, 
are shown in Fig. 2 takes the form: 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1 A control volume in curvilinear coordinates                    Fig. 2 Cell face velocity components 

 
      (6)  

     (7)    
The main difference between the present formulation and that SIMPLE method described by 

Patankar[33]is the contribution of additional neighboring points (NE, NW, SE, and SW) due to the 
curvilinear coordinates selected and the need for correcting contravariant velocities in addition to cartesian 
velocities. By following the spirit of the SIMPLE algorithm as it is applied in cartesian coordinates, the 
velocity corrections at the neighboring points are neglected. Shyy et al.[3]found that dropping these terms 
led to a more efficient and stable algorithm because the resulting pressure correction equation (which 
becomes 5-Point instead of 9-Point) was easier to solve. The corrected contravariant velocity components, 
which are needed in continuity equation, are derived from corrected cartesian velocity components by 
equation(2). The final form of the pressure correction equation becomes: 
                (8)  

where,     is the mass residual. 
The iteration process for assessing the final converged solution follows the same procedure described 

by patankar[33]. 
 

Momentum Equations with Covariant Velocity Projection 
The momentum equations for the covariant cell face velocity projections are obtained through 

algebraic manipulation of the momentum equations for the cell face cartesian velocity components. It must 
be noted that covariant velocities used in the equations are in fact projections, not vectors, while 
contravariant velocities are vector components. 

 The relationship between covariant velocity projections and cartesian velocity components is defined 
as follows: 
       (9)  

Writing the momentum equations for each of the cartesian cell face velocities and substituting in the 
above equations, one can obtain the momentum equations for the cell face covariant velocities. For example, 
considering the east face of the control volume, by use of equations(6) and (7) we have: 
  (10)  
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Substituting the above equations into equation4, one can obtain: 

   (12) 

where, 

   

Velocity components retained in He are a combination of cartesian velocities while the left hand side 
is in terms of covariant velocities. By use of a locally fixed coordinate system, adding and subtracting a 
locally constant term He to the right-hand side of Eq. (12), the result is[10]: 

 

         (13) 

where, 
  
 The last term of the right-hand side of the above equation is treated explicitly. A similar equation can 
be obtained for . 

Similar to the previous case, SIMPLE algorithm is employed to solve the above equations. The 
continuity equation must be written in terms of covariant velocities. The relation among covariant velocity 
projections and contravariant velocity components is defined as follows: 
   (14) 
where,  

 

Substituting the above equations into the continuity equation, one can obtain: 
   (15)           

where, R1 is an additional term due to selecting covariant velocities as the dependent variable and is defined 
as: 
  

Following the guidelines of the previous section, the pressure correction equation can be obtained as 
follows: 

 21 RRnbPp
nbApPPA   (16)          

where, 
  

The solution procedure is the same as the standard SIMPLE algorithm of Patankar[23].A FORTRAN code 
was developed to provide numerical solutions to this problem. 
 

RESULTS AND DISCUSSIONS 
 

The test case chosen for comparison is the steady two–dimensional flow inside a skewed (tilted) lid 
driven cavity. The problem is used to investigate the effects of non-orthogonality of the numerical grid on 
the convergence and stability of the solutions. The predicted results of the present methods are compared 
with the benchmark solution presented by Demirdzic et al.[34]and also a more recent research by Erturk et 
al.[20]. Demirdzic benchmark solution which is obtained for a highly dense 321x321 grid is accepted as a 
tool to check the accuracy and robustness of new solution methods which handle complex geometries. 
Erturk results which are obtained on a more refined 513x513 mesh agree well with the previous one. Their 
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solution is for two dimensional incompressible, steady, laminar conditions. The domain of the problem is 
shown in Fig. 3.  

 
 

Fig. 3 Geometry for the test problem 
 

In the following discussion and figures, the symbols “CAR” and “COV” and “BM” are used to denote 
the methods based on cartestian velocities, covariant velocities and benchmark solutions[34], respectively. 

A comparison is made in Fig.4 and Fig. 5 for the velocity profiles along the horizontal and vertical 
centerlines of the cavity at Re=100 and θ=45˚. It can be seen that even by a 21*21 grid the difference between 
the results of both methods and the benchmark solution is very small. A similar comparison at θ=45˚ and at 
Re=1000 shows that the number of grid points required for assessing the converged solution in this case is 
increased, and even with a 81*81 grid, some differences between the results are evident. It is found that by 
increasing the number of grid points to 161*161, the results of both present methods converge to the 
benchmark solution. It must be mentioned here that the under relaxation factor[23]g the Reynolds number there 
is a need to more under-relax the momentum equation,   especially in COV method, otherwise the method 
diverges. The relaxation factor for pressure correction equation[33]of the momentum equation used in the 
above two test cases are 0.7 and 0.4, respectively. In fact by increasing for both methods was constant at 0.3. 

A comparison is also made for the effect of grid density at a fixed Reynolds number for the two 
methods at Re=1000 and θ=45˚. Almost in all cases the number of iterations for the CAR method is more 
than the COV method, but as before the time of computation is more for the latter. The convergence 
criterion is taken as 1E -7for the maximum residual of the continuity equation. It is found that grid density 
has a pronounced effect on the number of iterations, especially in the CAR method.  

In order to investigate the effect of grid non-orthogonality on the convergence histories of the two 
methods, in Fig.6 the maximum residual of the continuity equation is shown as a function of iteration 
number. Two angles of 30 and 60 degrees are considered. The normalized CPU time required in each case is 
also shown in the figures. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Velocity profiles along CL1 at Re=100, Ɵ=45oFig. 5 Velocity profiles along CL2 at Re=100, Ɵ=45o 
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According to the results, the number of iteration is always less in the case of covariant velocity 
method. But it is seen that the CPU time required for this method is generally more than the cartesian 
method. This is due to the more complex computations in the former method, which makes the time per 
iteration longer in comparison with the later. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Comparison of convergence rate at two different skewnessangle between cartesian  
and covariant methods 

 
CONCLUSIONS 

 
The relative performance of the solution scheme based on the covariant cell face velocities and the 

scheme based on the cartesian cell face velocities is compared through application to a test problem. The 
following conclusions are obtained from numerical calculations: 

- The accuracy of the converged solution does not show any obvious difference between the various 
choices of   cell face velocities. This is similar to the results shown by Wang and Komori[16]and Lai and 
Yan[18]. 

- In highly non–orthogonal grid systems, the number of iterations to attain a definite convergence 
criterionis always smaller for the covariant-based method. This also agrees with the results shown by Wang 
and Komori[16]. Lai and Yan[18],found that there was no obvious difference in convergence rate between 
the two methods but, it seems to be due to unavailability of their data for the 30 degree inclination angle 
where the difference arises. 
- The time of one iteration for the covariant-based method is always more than the cartesian based method. 
- The combinedeffect of the two previous results makes the total CPU time required for the COV method to 
be more than the one required for CAR method, when the grids are highly non-orthogonal. The reverse is 
true, when the grids are not highly non-orthogonal.  
- When the Reynolds number is increased, the number of   grids needed to attain the converged solution is   
increased quickly.  
- Byincreasing grid number and skewness of the grids, the rate of convergence tends to decrease, sharply.  
- In general, it seems that the CAR method is a better choice when, the grids are nearly orthogonal while, the 
COV method is a better choice for highly non- orthogonal grids.    
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