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ABSTRACT 
 

Analysis of social networks is a useful tool for providing information about social behaviors. One of the objectives achieved in 
analyzing social networks is to detect malicious behaviors and protect people privacy that results in providing security in social 
networks. There are different approaches for anomaly detection in social networks that can be categorized into two groups, 
parametric and non-parametric methods. In this paper, a new hybrid approach is presented which uses both parametric and 
nonparametric approaches. Features like continuous data variability and the inference which results in variety of conditions can 
be analyzed based on fuzzy logic. Furthermore the complexity of social networks needs a structured method that can simplify the 
analysis process, so cliques are evaluated as base structures for anticipating malicious intent in social networks. The proposed 
approach is used in empirical case study to detect malicious users and a comparison is made with previous approaches. 
INDEX TERMS—online social network, anomaly detection, clique, malicious behavior, fuzzy node _ fuzzy graph 
 

I. INTRODUCTION 
 
Online social networks are the most popular events of the last decade. According to the news, Facebook as the biggest 

online social network has one billion users while more than half of them are active. Online social networks can be defined as the 
web services which provide sharing files and interactive relationship services between people in a virtual society. Such networks 
aggregate a lot of information which are stored as text content and links and consist of members’ private information and 
relationships that must be protected. By growth of social networks, a lot of problems caused by users privacy violations have 
been reported [1], [2] and malicious users by different intents try to abuse user information.  

First of all, malicious users must be member of online social network to fulfill his sabotage intent. We can consider 
malicious actions as abnormal behaviors which deviate from majority of users. According to this assumption, majority of users 
behave normal and rational. Therefore, users with different characteristic and behavioral model should be considered as 
candidate for malicious intents. But the problem of this assumption is the fact that malicious members usually try to simulate a 
normal behavior to hide from anomaly detection systems. For example, consider a malicious user in a social network who tries to 
join different groups and make friendship to communicate with others and simulate a usual behavior; but because of his 
unknown identity for members of groups, his requests and activities don’t get response from other members of the groups and his 
relations will get one-way relation which cause the anomaly get more severe [7]. Although the malicious users try different 
methods to pretend a normal users’ behavior, there must be a kind of anomaly in their relationships that can be identified by a 
suitable anomaly detection algorithm. 

A lot of researches investigate malicious behaviors in online social network to fulfill the goal of this research which is 
malicious behavior detection and provide security protection. Typically, anomaly detection methods focus on the connections 
between graph’s entities and develop different analysis. Examples include spectral decompositions excellently summarized in 
[3], scan statistics [4] and random walks [5], [6]. These methods generally need large scale computational capabilities to work 
properly in very large networks. They also require specifying type of anomaly detection method explicitly. The interest of this 
paper is anomaly detection in large dynamic networks in context where in principle malicious users to penetrate and fulfill their 
sabotage intent type of anomaly should be detected. Anomaly detection needs to analyze social network data that is stored as a 
large and complex graph. Therefore, for analyzing such data it’s better to extract special patterns and then analyze anomaly 
according to these patterns. In this paper, a new approach is proposed based on fuzzy node _ fuzzy graph for detecting abnormal 
users in a clique of users in an online social network. The fuzzy node _ fuzzy graph method is used for aggregating parametric 
and nonparametric approaches and cliques are the structures which are evaluated for anomaly detection. Although analysis based 
on fuzzy node _ fuzzy graph can be used in any level in a social network, but as online social network cliques are suitable places 
for malicious users to penetrate and fulfill their sabotage intent [8], and also because of the problems in evaluating whole the 
social network with all the users, we use cliques for fuzzy node _ fuzzy graph analysis.  

The scientific contributions of this paper are: 1) we use anomaly detection algorithm that is hybrid approach from 
parametric and non-parametric methods based on fuzzy logic.  2) We use cliques as base structure and by parallel computing, 
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decrease the complexity of analysis operations to get a better conclusion. 
The remainder of the paper was organized as follows: In section II, previous works on this field is reviewed and related 

works will be categorized. In section III, relevancy of fuzzy logic and social network is investigated. In section IV, the purpose 
of detecting anomaly and extracting user with the most anomalies will be discussed. In section V, the result of a practical 
implementation for this approach on social network of Iranian students1 and the simulated data come from the VAST Challenge 
20082 will be described. Finally, in section VI, conclusion and possible future works of anomaly detection in online social 
network will be discussed. 

II. RELATED WORKS 
 
Anomaly detection has attracted lots of interests and although it seems simple but has many difficulties. In Hawkins [9] 

anomaly is defined as “an observation that deviates so much from other observations as to arouse suspicion that it was generated 
by a different mechanism.” Also, Barnett and Lewis [10], and Johnson [11] represent another similar definition that has the same 
semantic. 

There are two classes for anomaly detection methods: parametric and non-parametric. Parametric methods assume that there is 
a standard distribution of observations fit the data [9], [10]. The other class includes distance-based and density-based data 
mining methods. These methods imply that the n-D point is too far from other points and exist in low-density area [7], [12], [13]. 
Typical methods include LOF [14] and LOCI [15]. These methods assign an anomaly value to each point. So the points can be 
sorted and the most abnormal ones can be collected. The density based anomaly detection methods are used in [16],[17], [18] for 
large data set analysis. Also, outputs of clustering algorithms can be used as inputs for anomaly detection algorithms [19], [20]. 
In [21], [22] anomaly detection is done according to centrality of graph and analysis of neighborhood graph appearance. 

As mentioned before, anomaly detection in social networks uses wide range of methods. In this paper, we try to integrate 
previous methods and propose a hybrid solution based on the fuzzy node _ fuzzy graph idea to combine previous methods. 

 
III. ANOMALY DETECTION IN SOCIAL NETWORKS BASE ON FUZZY NODE _ FUZZY GRAPH 

 
There are different parametric and non parametric approaches for anomaly detection in social networks. However it’s obvious 

that malicious members try to deceive anomaly detection systems [7]. Both the parametric and nonparametric methods have 
specific advantages. In this paper, a hybrid approach is proposed that use both parametric and non parametric approaches and 
aggregate them with fuzzy node _ fuzzy graph method. 

A. Adaptation of fuzzy logic with social networks 
Content of online social network changes rapidly and members of each network or sub network usually have different 

behaviors based on their culture and thoughts. Therefore definition of anomaly in each network is different from others. For 
example, an international social network by different cultures and nationalities has much more variety in user behaviors in 
comparison with a university social network. This uncertainty in social network environment and dynamic situation is in adaption 
with fuzzy logic principles. 

B. Fuzzy graph and structure for anomaly detection 
Definition of fuzzy graph is stated as follow [23]. 
G = (V, Y), V = {v }, F = f
0 ≤ f ≤ 1	, f = 0, 1 ≤ i ≤ n (1) 

In (1) statement fij is the edge fuzzy value between nodes i and j. Each edge fuzzy value is equal to the distance of that node 
from its neighbors and is counted based on anomaly detection algorithm. Considering our security purposes (preventing malware 
distribution, preventing spying), all the members of a network may be examined or just some special patterns may be focused. 

A clique is the pattern which is used in this paper. In a clique, density of links in neighborhood graph is equal to one and exists 
just in a group of friends and relatives. A clique of people is a suitable place for malicious users to interfere and extract people 
information and relations [8]. If a malicious user wants to inference in a group, s/he must make relationships with some of the 
people in that group and use chain of trust between group members to make other relationships. 

In such situation, the people of a group may make relation with unknown user based on trust and in the worse scenario the 
malicious user can extract all the information and relations in a group.  

Therefore, in the first step, we extract cliques of users in the network to check anomaly according to this structure. 
C. Fuzzy non parametric anomaly assignment to edges 
Non parametric anomaly in a clique can be calculated base on behavioral distance in semantic graph [7]. Behavioral distance 

of neighbor nodes is used as fuzzy edge value in a clique of users. Figure 1(a) shows a sample of a clique neighborhood graph. 
For calculating the semantic neighborhood graph of each node, the neighbors with distance equal to one would be considered. 
These nodes with all of their relations with each other is called ego. Figure 1(b) shows ego of a node in a clique. In the last step 
for creating semantic graph, independent activities of users would be calculated. Independent activities are those which are 
related to a solo user independent of other users in a social network. Figure 1(c) shows posting and membership of users as 
independent activities in our case study. Dependent activities are any interactive between users like commenting and rating in 
 

1http://www.jdir.ir 
2 http://www.cs.umd.edu/hcil/VASTchallenge08 
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other users’ posts. Figure 1-d shows dependent activities on any independent activity in our case study. 

 

 

 

 
 

It’s assumed that u1, u2, u3, u4, and u5 are in a five node clique, so their behavior should be almost similar. For example if 
u1 and u2 are university friends, they should have common friends and close interests with behavior similarities. Membership, 
posting and commenting are considered as three usual paths in semantic graph to specify nonparametric anomaly value for a user 
in clique. 

In the first step, dependency of any path to node is extracted base on membership of users in different groups and 
dependency probability value of each node is calculated. For example all membership paths in figure 1(c) are fourteen and the 
dependency probability value of each node is presented in table 1. The dependency probability value of other activities like 

Fig. 1(d). Semantic graph for dependent activities for u1 (diamond nodes 
show comments or rating on a post) 

  

Fig. 1(c). Semantic graph for independent activities for u1 (circular nodes 
show network users, rectangular nodes show posts of a user and triangular 

nodes shows groups that a user belongs to ) 
  

 
Fig. 1(b). Neighborhood graph of node u1 

  

Fig. 1(a). Neighborhood graph of a five-node-clique in our case study 
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posting and commenting also should be calculated. In table 2 and 3 the dependency probability value of posting and commenting 
is calculated for the proposed model. 

 

 

 

 
 
The same calculation should be done for all the other nodes of the clique. Therefore, the neighbor semantic graph and 

dependency probability value of each node in the sample clique should be calculated. The sum of behavioral distance differences 
in three paths with each neighbor in semantic graph is considered as behavioral distance with neighbors. For example in the 
proposed sample, the neighbor semantic graph of u1,as mentioned in table 2, imply that 19% of posting paths relate to u1 and 
11% relates to u2 so the behavioral distance of u1 and u2 will be 0.08 in this path. As mentioned in tables 1, 2, and 3, behavioral 
distance between u1 and u2 is 0.35 which is the fuzzy value of the edge from u1 to u2. 

The fuzzy distance graph can be presented in an N*N matrix where N is the number of nodes in the clique. Weight of each 
edge is equal to fuzzy anomaly value calculated with nonparametric method. The fuzzy nonparametric matrix and graph of the 
sample clique is presented in figure (2). Each row of fuzzy distance matrix represents behavioral distance of that node from its 
neighbors. For example, the first row represents behavioral distance of node u1 from its neighbors. 

 

 

 
 
D. Assign a fuzzy parametric anomaly value to nodes 

Besides the fuzzy distance of each edge that is calculated based on nonparametric features, we can use parametric features of 
social networks and assign a value base on the distance from normal patterns .This method is proposed in [24]. We can specify 
some features based on the objectives of our analysis. Here the objective is to find users who behave abnormal and interfere in 
the clique by malicious intents. The neighbor graph (ego net) for such a user will be so crowded, because he doesn’t use his real 
identity and also try to make relationship with all the members of the different groups to observe their activities. We define “e/n 
ratio” for specifying abnormal users who make a lot of relationships. In this ratio, ‘e’ is the total number of edges in one ego and 
‘n’ is the number of nodes in that ego. Figure 3 shows the difference in this ratio for different users in our case study. For each 
user in studied dataset, the ego net is made and the ratio of present edges to number of nodes is considered as e/n ratio. The e/n 
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⎥
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Fig. 2(b). Matrix of fuzzy distances 

  

 
 

Fig. 2(a). graph of fuzzy distances 
  

TABLE III 
DEPENDENCY PROBABILITY VALUES OF USER COMMENTING 

Node U1 U2 U3 U4 U5 V1 V2 V3 
N 3 1 0 4 1 0 0 1 
P 30% 10% 0 40% 10% 0 0 10% 

 

TABLE II 
DEPENDENCY PROBABILITY VALUES OF USER POSTING 

Node U1 U2 U3 U4 U5 V1 V2 V3 

N 5 3 2 7 3 2 3 2 

P 19% 11% 7% 26% 11% 7% 11% 7% 

 

TABLE I 
DEPENDENCY PROBABILITY VALUES OF USER MEMBERSHIP 

Node U1 U2 U3 U4 U5 V1 V2 V3 

N 3 2 2 1 3 1 1 1 

P 21% 14% 14% 7% 21% 7% 7% 7% 
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ratio of each user is a point in figure 3 which shows the deviation from normal behavior that is shown by the red line. The 
number of nodes is Ni and the number of edges is Ei. So the Ego net density power law is as follow [25]: 

 
푬풊 ∝ 푵풊

∝, ퟏ ≤∝≤ ퟐ ( 2 ) 
 

A common way to identify density power law parameter is least squares method. In this method, density of the data is 
considered. And the logarithms of horizontal and vertical axis are calculated. In our experiments the ego net density power law 
exponent α equaled to 1.57. 

 
 
As shown before, the fuzzy value of each edge is assigned base on behavioral distances. Now, another fuzzy value would be 

assigned to nodes to make a graph which is called fuzzy node _ fuzzy graph [26]. The value of each node is assigned in 
proportion of anomaly fuzzy value in parametric methods. The e/n normal ratio is considered to be usual behavior in social 
network and distance from this normal value will be assigned to each node [27]. 

Node fuzzy value is calculated base on following. 
 

흁 = (풆
풏
− 푵) (풎풂풙풅− 푵)

풊풇 풆
풏

< 푵	풕풉풆풏	흁 = ퟎ
 ( 3) 

In (3) N is the e/n normal value (line in figure 3) and Maxd is the maximum value of e/n ratio in n-th point. If the node has the 
maximum value of e/n ratio, then the numerator and denominator of (3) would be equal and anomaly in that point has its 
maximum value. Nodes with maximum complexity (e/n ratio) are those who have the most anomalies and should be examined. 
If the e/n ratio of a node is less than N, the parametric anomaly value for that node would be considered zero because low values 
shows people with normal behaviors and aren’t useful to consider. Figure (4) shows the matrix of fuzzy node _ fuzzy graph for 
the sample graph and the corresponding graph. Column fu shows the parametric anomaly value assigned to each node. 

 

 

 
 

Fig. 4(a). graph of anomaly  fuzzy node _ fuzzy graph for the sample data 
  

 
Fig. 3. e/n ratio for our case study. The line shows normal behavior and the 

red dots are the sample we explained in this article 
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Both of fuzzy values from nodes and edges should be considered to detect anomaly in one place. Therefore instead of 

analyzing fuzzy node _ fuzzy graph which is so hard, we use the following conversion in (4) that is considered as one of the 
basic conversion methods for converting fuzzy node _ fuzzy graph to a fuzzy graph. So, parametric and nonparametric anomaly 
values can be aggregated in one graph or matrix [28]. 

 

Tλ(p, q) = 0	, p⋁q < 1− 휆
p⋀q, p⋁q ≥ 1 − λ	, λϵ[0,1] (4) 

 
In (4), q is edge fuzzy value and p is node fuzzy value, 휆 is a value between 0 and 1 and can have different values. Best value 

for 휆 for creating resultant matrix of fuzzy node _ fuzzy graph can use Measure the Quality of Communication Function and 
Distance function to specify values. As the value of 휆 change, communication function should increase and distance function 
should decrease [28]. The value of 휆 in our case study is equal to 0.8. The graph that is created as the consequence of merging 
node and edge values of the graph is called resultant graph. 

 
IV. ABNORMAL NODE(S) EXTRACTION 

 
Nodes are assigned by anomaly values and node or nodes with the most anomalies are considered to be candidate for sabotage. 

In this process and in the first step, clustering is used to help specifying sabotage candidates. 
Clustering is a method to categorize objects base on their similarities. We can use this concept to separate users with most 

anomalies with each other in one cluster. Clustering can be operated on symmetric matrix; therefore the resultant graph from 
previous section will be converted to symmetric matrix with the following formula. 

 
푺 = 푺풊풋 , ퟐ

푺풊풋
= ퟏ

풇풊풋
+ ퟏ

풇풋풊
풘풉풆풓풆	푺풊풋 = ퟎ	풊풇	풇풊풋.풇풋풊 = ퟎ

 ( 5) 

 
If the relation is one-way relation, that relation will not be considered in symmetric matrix. Symmetric matrix for anomaly 

fuzzy node _ fuzzy graph of our case study is shown in figure (5). The value of cut value can change to make different clustering 
trees for the anomaly fuzzy graph. The analysis of clustering trees result in finding nodes with the most anomaly (figure 6). The 
cut value for clustering shouldn’t be so high to make separate islands and shouldn’t be so low to put all the nodes in one cluster, 
though the tradeoff between two values must be chosen [20]. 

 

 

 
 

In the last step the objective is to find the node with maximum anomaly. We cluster nodes with optimized cut value and use 
optimized cut value for resultant matrix to draw the result graph. The relations with values less than cut value can be omitted 

 
 

Fig. 6. Clustering with values of symmetric anomaly fuzzy node _ fuzzy 
graph 

 

푢1		 	u2			 	u3		 	u4		 	u5
u1
u2
u3
u4
u5 ⎣

⎢
⎢
⎢
⎡

0 0.12 0 0.16 0.09
0.12 0 0.0 0.33 0.12

0 0 0 0.28 0
0.16 0.33 0.28 0 0.38
0.09 0.12 0 0.38 0 ⎦

⎥
⎥
⎥
⎤ 

 
Fig. 5. Symmetric matrix for anomaly fuzzy node _ fuzzy graph 

 
  

	 푢1		 		u2			 		u3		 		u4		 u5 				푓
u1
u2
u3
u4
u5 ⎣

⎢
⎢
⎢
⎡

0 35% 49% 31% 28% 12%
12% 0 3% 43% 6% 20%
14% 13% 0 48% 10% 10%
29% 50% 53% 0 47% 45%
5% 18% 21% 46% 0 31%⎦

⎥
⎥
⎥
⎤ 

 
Fig. 4(b). graph of anomaly  fuzzy node _ fuzzy graph for the sample data 
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because they almost don’t have much effect on the result of detecting abnormal nodes (figure 7). 

Anomaly value for each node is equal to sum of input and output edges in the resultant anomaly fuzzy graph. This value for 
each node is based on parametric and non parametric anomaly distances from its neighbors. Besides the anomaly value, the 
number of effective edges (edges with values more than optimized cut value) in input and output can be considered for detecting 
anomaly. It means that the candidate node for abnormal behavior should have maximum number of edges in the resultant 
anomaly fuzzy graph [22]. Indeed, centrality in resultant fuzzy graph is an important factor in specifying abnormal candidate 
nodes. 

In our sample, node u4 has centrality in resultant anomaly graph, because it has the most edges with its neighbors. It also has 
the highest value in resultant anomaly fuzzy graph so it can be a candidate for sabotage. 

 
V. EMPIRICAL RESULTS 

 
Evaluation of proposed approach was examined in two datasets which are collected from two different sources. The first 

dataset was from Iranian student social network and the second was a simulated dataset which was examined in other researches. 
The first implementation showed that 47% of detected abnormal users were malicious which shows the hopefulness of the 
approach. In second implementation, our approach was compared with the concluded results from similar researches and showed 
that the approach is comparatively better in this dataset. In the following parts, implementations of the approach on these two 
dataset are discussed.  
A. Empirical results on real data 

The proposed method is evaluated on a dataset from social network of Iranian students which in addition to users’ 
neighborhood graph, has user relationships and behaviors like posting and commenting. Therefore we could analyze the datasets 
base on users’ behavior. 

Concern about using this method in larger social networks might be addressed but the result of this research on the Iranian 
students social network can be generalized to larger social networks because the result of small social network can be 
generalized to larger networks [29]. So our research can be generalized to larger social networks.  

UCINET [30] is a tool used by social network analysts to visualize and understand social networks. This tool is used for 
some part of calculations implemented in our study. 

In this research, we concentrated on cliques as basic structure for evaluating user activities. Therefore we examined the 
dataset and extract six hundred cliques with five users in each clique. The number of users in this sample of social network was 
2374 and some users were in more than one clique. In the evaluated case study, number of users in each clique wasn’t so much 
and we evaluated five member cliques to fulfill our purpose. The proposed anomaly detection algorithm runs on all the cliques 
with different cut values and λ values for each clique. Among these six hundred cliques that we assessed, 509 cliques had the 
features we proposed on section 4 and the number of candidate users with different behavior was 420 because some users 
specified as candidate node in more than one clique. 

According to the proposed method assumption, abnormal users in cliques can be malicious users. Therefore validity of user 
identity for candidate users should be examined. It’s assumed that 5% of users in the social network are malicious users [31]. So 
we find 118 users with high anomaly values as final candidates. Calculated anomaly value for 2374 members of the evaluated 
network is shown in a chart in figure 8. 

 
 
Fig. 7. Resultant fuzzy graph-heavy weighted edges (edges with values less 

than cut value won’t be considered) 
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The validity process involves other users in the social network as trustworthy identities and asks them about candidate user 

identities. The result was 55 correct detection as none of the users in the clique knows the candidate users identity. Therefore 
s/he should be fake identity. In 34 cliques, there was at least one user who knew the identity of the candidate user and in 29 
cliques the result was unknown because there was at least one person in clique who didn’t answer the question. So we couldn’t 
conclude that the user is malicious. The overall result of our study is presented in figure (9). 

 

 
B. empirical results on the simulated  data 

In the second step, we compare our approach with other approaches which are tested on the simulated data come from the vast 
challenge 2008. As used in other approaches, we consider the simulated cell phone data from the Mini Challenge focused in the 
area of social network analysis. The cell phone call records cover a fictional ten-day period on an island, narrowed to 400 unique 
cell phones during this period. As well as the time of each phone call and details of who phoned whom, an identifier of the cell 
tower from which the call originated is also given. The records should provide critical information about an important social 
network structure. From the results of award winning published work on this challenge [32], work which used a combination of 
PageRank [33] and visual analytic methods. This dataset is also used in [34] base on Bayesian methods for anomaly detection. In 
this approach, the analysis is based on all the links between two nodes which are assessed in different time slices. In first step, 
the relationship between two nodes is assessed by Bayesian probability model and nodes with greater differences in relationship 
values from threshold value in two sequential time slices would be selected for the second step which uses standard network 
tools such as spectral clustering for anomaly detection.  

Heard et al in [34] tried to enhance the approach represented in [32] and propose an approach which is dynamic and real time 
in compare to previous approach used in [32] that is static, but yet the previous approach has found 11 abnormal nodes whereas 
the latter approach detected 8 abnormal nodes.  

The result of these approaches is drawn in a spectral cluster plot using two components of the symmetric laplacian of the 
historical adjacency matrix [3] and is given in figure (10). 

 
 

Fig. 9. Empirical result for the research 
 

47%

28%

25%

anomaly detection result

correct detection

wrong detection

Uknown response

 
 
 

Fig. 8. Anomaly values for all users in evaluated social network 
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Heard et al imply that the three undetected nodes can be detected by analyzing call events, for example node 200 has the most 

relationship frequency and can be identified as the network leader. Node 3 is one of the six nodes in relationship with network 
leader and node 0 contacts all nodes that are in relationship with node 200. But such analysis is not possible in large scale 
networks, Therefore a detection algorithm must be designed to find anomalies in a step-by-step process.  

In this part we compare our method with these two methods and tried our method on simulated data comes from the VAST 
Challenge 2008. First of all the e/n ratio for ego of each node is calculated and its’ distance from normal value which is taken 
from (3) assigns to node fuzzy anomaly value. Our method tries to detect nodes with a lot of relationships in different groups that 
has a crowded neighborhood graph. The e/n ratio and normal behavior graph for nodes of vast challenge 2008 is shown in figure 
(11). As it’s shown all the detected nodes in [34] and [32] are above the normal behavior value and has crowded egos. 

 
 

In the next step, cliques in cell phone social network are extracted. Dependent and independent behaviors in semantic 
neighborhood graph are calculated based on proposed method in section 3.3. The dependent value of selected semantic path to 
each node is calculated in semantic graph of that node. Behavioral distance of each node from its neighbors in clique is assigned 
to the connecting edge as fuzzy anomaly value. Then the fuzzy anomaly values of nodes and edges are converted to one value on 
each edge that is calculated based on formula 3. For example node 200 is part of three cliques. One of these cliques is a four 
node clique that all of its neighbors with distance equal to one are shown in figure (12). 

 

 

Fig. 12. four node clique including 200,5,2,1 and its neighbors with distance 
equal to one 

 

 

 
Fig. 11. e/n ratio for nodes in vast challenge 2008 dataset and normal 

behavior line 
 

 

 
Fig. 10. circular nodes (309,1,306,5,2,397,360,300) are detected in Heard et 
al method and red nodes(309,1,306,5,2,397,360,300,0,200,3) are detected in 

ye et al method[3] 
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Semantic neighborhood graph of node 200 is shown in figure (13). The connection path from tower cells is the only path in 

ego semantic graph. As figured in 13(a) dependency of this path to node 200 in neighborhood semantic graph of node 200 is 
equal to 0.28. Neighborhood semantic graph of other three nodes is sown in figure (13). 

 
 

 
 

 

 

Fig. 13 (c) Semantic graph for node 2 
 
  

 

Fig. 13 (b) Semantic graph for node 1 
 
  

 

Fig. 13 (a). Semantic graph for node 200 
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Behavioral dependency differences are considered as fuzzy anomaly value (non parametric anomaly) on edges is shown in 
figure 14(a). Fuzzy anomaly value of each node (parametric anomaly) which is the deviation from normal behavior is also 
displayed inside each node. For example dependency path of linking to cell tower or linking from cell tower for node 1 in its 
semantic graph is 0.19 and this value for node 2 is 0.29, so fuzzy edge between these two nodes is 0.1. Then the fuzzy node-
fuzzy graph will be converted to fuzzy graph by conversion formula 3 (figure 14 (b)). 

 
 

 
 
As shown in figure 14 (b), node 200 has the most anomaly value and anomaly edges (centrality of anomaly fuzzy graph) in 

this clique. So node 200 is the best candidate for sabotage. Node 200 is involved in two other cliques and also has the most 
abnormality in these two cliques.  

In proposed method, 5% of nodes with the most anomalies will be considered as sabotage candidates. So 16 nodes were 
detected with maximum abnormal behavior and are shown in figure (15).  All the 11 nodes that were detected in [32] are also 
detected by our proposed algorithm. The last step in our approach was identity approval which is not practical for this dataset. 

 

 
Fig. 14 (b). Resultant anomaly fuzzy graph for the sample clique 

 

 

 
Fig. 14 (a). Anomaly fuzzy node - fuzzy graph for the sample clique 

 

  

 

Fig. 13 (d).Semantic graph for node 5 
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VI. RESULT AND FUTURE WORKS 
 
As discussed before, different kinds of privacy violation was reported in online social networks. The purpose of this research 

was to prevent malicious users from interfering in groups and misuse the information. We use anomaly detection algorithm that 
is hybrid approach from parametric and non-parametric methods based on fuzzy logic. Because social networks include lots of 
users and information, operating any analytical theory on such a big information repository takes a lot of cost and time. 
Therefore in this research, we use cliques as base structure and by parallel computing, decrease the complexity of analysis 
operations to get a better conclusion.  Semantic neighborhood graph of each user is used for nonparametric anomaly and e/n ratio 
in ego net is used for parametric anomaly. Then the anomaly value of each user is calculated based on proposed approach to 
specify most abnormal users.  

 In our case study in Iranian student social network, 55 (47%) of the candidate abnormal users were validated by trusty users. 
They were validated by asking other normal users that were assumed to be trusty. In addition our empirical result showed that 
implementation of our approach on the simulated data come from the VAST Challenge 2008, detected abnormal nodes which 
were detected in previous approaches but this approach was more successful as mentioned. The proposed approach has 
integrated different methods for anomaly detection so has some advantages on previous ones. Also social network graph is 
sparse and the computational overhead is not a limitation in this approach [35]. The dynamicity of our approach makes it 
practical for real time anomaly detections. 

The other structures like star, near star and heavy vicinity or etc can be used to analyze users’ behaviors for goal-based anomaly 
detection. So by defining other purposes, any other structure can be used for future work. Also in future research, other methods 
besides questioning and trust to normal users can be used to assure that users with abnormal activity are malicious or not. 
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