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ABSTRACT  
 
Although mean-shift based tracking algorithms are robust in representing the object appearance, they face 
difficulties under complex conditions such as high similarity of target and background or low contrast. This 
paper aims at presenting a robust algorithm to track moving objects in image sequences containing such scenes. 
In order to achieve this goal, Gaussian Mixture Model (GMM) based background subtraction is applied in a 
mean-shift color histogram framework tracking. In the temporal tracking stage, the object is determined by the 
Bhattacharyya similarity measure and its position in consecutive frames is obtained using GMM background 
subtraction. To make the algorithm robust against shape and size variations a natural extension of mean-shift 
method is used. Experimental results show that the proposed approach has remarkably better robustness and 
reliability compared to the traditional mean-shift based tracking. 
KEYWORDS:  Object tracking, Color histogram, Background subtraction, Gaussian Mixture Model, Mean-

shift. 
 

1. INTRODUCTION 
 
As one of the most important tasks in intelligent video surveillance, moving object tracking has been an 

intensive research topic recently [1]. It has a wide range of potential applications as motion based recognition, 
monitor activities, traffic monitoring, video indexing and human-computer interactions. Many different 
tracking methods exist, but yet there are not many impeccable techniques which are quick and reliable [2].The 
difficulty of the issue depends on how an object is defined. Mean-shift algorithm as a reliable and fast tracking 
technique can overcome computational complexity problems while it performs proper qualified consequences. 
Fukunaga and Hostetler originally proposed this algorithm for data clustering purpose [3]. It was introduced to 
image processing community by Cheng [4]. In [5] Comaniciu et al. introduced new segmentation and target 
tracking scheme using mean-shift. Mean-shift tracking is an iterative gradient based algorithm which tries to 
find the modes of a probability density function (pdf) for target zone. Original mean-shift procedure cannot 
match with the shape and size of objects; accordingly, some shape descriptor methods were defined as a 
solution [6-8]. In [9] an extended mean-shift was introduced, which in addition to estimating the position of a 
local mode, describes its approximate shape using a covariance matrix. Such a method can adapt to changes in 
shape and scale of objects.  

Mean-shift algorithm uses a color histogram of the object region as a pdf. Although this is a simple and 
efficient way to find the target location in next frame, color histogram based methods generally lead to failure 
object tracking when a moving object has a similar color as its background or shows poor contrast. On the 
other hand, these methods may cause the spatial information of the target to be missed [10].  

For better histogram target representation, recently some hybrid methods are developed to overcome the 
problems. In [11] merging the merits of region-based and contour-based methods resulted in an efficient 
object tracking in complex environments despite the camera motion. The method is more precise than 
traditional mean-shift, but is not able to track the target in the mentioned conditions and is also time-
consuming. In [1] Kalman filter is employed in mean-shift tracking to estimate the target position. Although 
resulted in optimum use of the target motion information, it led to wrong object tracking in similar target and 
background color conditions. Applying particle filter in color-based tracking to solve non-linear and non-
Gaussian target tracking is discussed in [12]. Due to the use of color feature, this method loses target in 
complex scenes. Particle filter is used in a color based algorithm in [13] to minimize the disturbance of 
background. Although this approach improves feature points matching, the problem of false matching in 
certain conditions is not solved yet. Han et. al. present a combined tracking algorithm of mean-shift and a 
double model filter to obtain robust results in abrupt and fast motion scenes [14]. A tracking algorithm is also 
introduced using mean-shift and grey prediction, which represents object with color and gradient features. 
This approach avoids the instability of lighting variations and somewhat background similarity [15]. In [16] a 
fuzzy histogram tracker is presented to reduce noisy interference of the color-based mean-shift tracking. It 
brings about troubles under low contrast conditions either and needs high computational processes during 
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object tracking. Applying a joint color-texture has been proposed in [10] to present an accurate algorithm in 
mean-shift tracking, where the problem of missing spatial information remained as an unsolved problem.  

This paper aims to intensify the robustness of mean-shift algorithm under critical conditions (e.g. target 
and background similarity or low contrast). We apply background subtraction which prepares spatial 
information for color histogram tracking. To model the background, a modified Gaussian Mixture Model 
(GMM) is adopted, and then an on-line approximation is used to update it. Applying some post-processing 
operations decreases various interferences of background and noise which leads to better results of foreground 
detection. Extended mean-shift (EM) is employed to solve the problem of matching shape and size variants. In 
comparison to traditional color histogram methods, this hybrid algorithm presents more robust tracking; 
especially under critical conditions. 

In summary, the scientific contributions of this paper are: 
1. Applying the post-processing operations to eliminate noise effects and reduce the background 

interferences in output image of background subtraction stage. 
2. Incorporating the GMM background subtraction in mean-shift algorithm as an improvement of the 

tracking robustness technique. 
This paper is organized as follows. Section 2 introduces mean-shift tracking and the extended mean-shift 

algorithm. In section 3 a brief review of GMM based background subtraction and the modified GMM is 
presented. Section 4 presents the proposed tracking framework. Section 5 is dedicated to experiments and 
simulation results and section 6 concludes the paper. 

 
2. MEAN-SHIFT OBJECT TRACKING 

 
2.1. Color Histogram Based Object Localizaton 

One of the most useful features to demonstrate an object is color and more conventional color based 
tracking methods employ color histogram to represent the object [17-19]. Histogram based methods use a 
similarity criterion for target localization. Bhattacharyya coefficient is a similarity metric that uses correlation 
between target model and candidates in frame sequences. 

By normalizing the histogram, a target is charectrized by a pdf which is used to describe the target in the 
color feature space. In histogram based target representation, the target region is determined by an ellipse or 
rectangle area which is used as the reference model. Normalized histogram vector is defined by [1]: 
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Where 
uq represents the uth component of the histogram vector that describes the target. Each target component 

uq is demonstrated by: 
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Where *
1...{ }i i nx  represents the position of the ith normalized pixel in the target region and *( )ib x associates 

*
ix to the histogram bin, refers to the Kronecker delta function, (.)k  is an isotropic kernel function [12] and 

C is a constant normalizing factor defined as: 
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For localizing the target in the next frames, the search window moves inside the images. Considering y as a 
window center, histogram of regions in the window can be calculated and normalized for any y . The obtained 
probability function is demonstrated by ( )p y  which represents the target candidate. Assuming 1...{ }

hi i nx 

denotes the pixel positions in a target candidate region centered at y, the following relation for target candidate 
holds: 
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Where h is the bandwidth and hC is the normalization factor. 
The goal of tracking process is to find the best target which has the most similarity to its candidate. The 
similarity metric based on the Bhattacharyya coefficient is denoted as: 

1
( ( ), ) ( ).
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A local maximum of  indicates the presence of object in the next frame. To find this maximum, gradient 

based optimization can be applied [20]. Using the kernel mask (.)k improves searching procedure and causes 
the similarity function to become smooth [1] (See Fig. 1). 
 

 
                                         (a)                                                       (b)                                           (c)  

Fig. 1. a) Marked region of image, b) the similarity surface (values of Bhattacharyya criteria) for the marked 
region, c) The similarity surface of the region after implementation of the kernel (.)k  

 
2.2. Mean-shift tracking  
To maximize the similarity measure the approximate Taylor expansion around 0( )up y  is used. This is [1]: 
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Maximizing ( ( ), )p y q according to (10) is equivalent to maximizing the second term of (10) which is shown 
to yield [12]:

 
2

1
1

2

1

(|| || )

(|| || )

h

h

n
i

i i
i

n
i

i
i

y xx g
hy

y xg
h

















                                                                                                              (12)  

Where g(.) is the derivative of the kernel profile k. Choosing an Epanechnikov kernel for (.)g [21], (12) is 

reduced to:
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Fig. 2 shows the brief explanation of color histogram based object localization in flow chart. 
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Fig. 2. Flow chart of color histogram based object localization  
 

2.3. Extended Mean-shift 
The original mean-shift discussed in section (2.2.) may mislead the tracking when the shape and size of 

moving object change. An extension of mean-shift is introduced in [9] which claim to be robust against 
changes of shape and size. 

In this method the search window is supposed to be an ellipse with 


as its center. A Gaussian window 

defined by 


and V (covariance matrix) is applied to the elliptic search area. Suppose ( , , )ix V
 represent 

the adopted value of window in ix position and vectors , ( )q p 
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Here vN is the number of pixels surrounded by the ellipse, i describes each pixel number ( 1 vi N  ). ( )ib x

associates ix to the histogram bin and *


demonstrates the user defined ellipse center of the target reference 
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The objective of tracking process is to find the candidate which has the maximum similarity with the reference 
model. Considering the similarity function: 
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With the approximate Taylor expansion: 
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Where 1c  and 2c are supposed to be constant and i is: 
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The following function need to be maximized: 

1

( , ) ( , , )
vN

i i
i

f V x V  


 
 

                                                                                                   
(22) 

From Jensen inequality [22, pp.25] we have: 
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Where ir are arbitrary coefficients and:           
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In this algorithm moving towards large ir causes the algorithm to converge; maximizing 1( , ,..., )Nr r


.To this 
end it is required to maximize the following function: 
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Practically an end criterion for the algorithm is required to prevent from falling in a loop. 
 

3.  BACKGROUND SUBTRACTION 
 
A commonly used method for motion detection in digital video sequences is background subtraction. As 

a simple classification, this process can be divided to adaptive and non-adaptive. Manual selection techniques, 
voting pixel value methods and mean-shift algorithm are non-adaptive techniques which cause noise 
accumulation as an imperfect property. Adaptive techniques include images averaging methods, Kalman filter, 
adaptive Gaussian estimation, Gaussian Mixture Model and so on [2, 23]. Among adaptive techniques, use of 
temporal averaging of images leads to simple and fast tracking. However, these do not work well in scenes 
containing many moving objects [24]. Furthermore, these methods are unable to describe multi-view areas. 
Kalman filter based methods [25] also offer partial and incomplete responses. GMM based methods are 
capable multi-view background subtraction techniques which are also robust against illumination variations 
and small camera motions [24]. 

Russell and Friedman modeled each pixel value by a parametric adaptive model with a mixture of the 
three Gaussian distributions [26]. They also developed primary online functions to update distribution 
parameters. Koller et al. used Kalman filter for illumination changes compensation in each pixel value [27]. 
Although their model is resistant against intensity changes, there are deficiencies in evaluation of this 
algorithm when a new object is added or removed from the background. To tackle this problem Stauffer and 
Grimson proposed an adaptive multi-colored background model for each pixel value [28-30]. This model 
obviates repetitive short movements of background elements. The standard GMM update equations have been 
enhanced in [31] to increase system matching speed. 
 
3.1. Standard GMM Based Background Subtraction 

The method described here is proposed by Stauffer and Grimson [28-30].From a mathematical 
viewpoint, pixels of consecutive frames in a dynamic scene without moving objects have a regular behavior 
which can be stated by a stochastic model. Each pixel is considered as an independent statistical process which 
its observed intensity in previous n frames is recorded. The record is then optimally fit to a mixture of K 
Gaussians. For each pixel, more than one distribution can be stated over the time.  

Since each pixel is modeled by K Gaussians, the probability of an observed pixel with intensity value 
( )t at time t is modeled as: 
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Where ,i tw is the ith Gaussian mixture weight and , ,( ( ), , )i t i tt   are the component Gaussian densities 
expressed by: 
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With mean ,i t and covariance matrix 2
, ,i t i t I  . The weight parameter ,i tw determines the time duration 

that ith distribution exists in the background. The weights are positive and their sum is one. The K distributions 
are ordered based on the fitness parameter k

k

w


and the number of active Gaussian components is calculated 

assuming that the background includes B colors with the most probability. This is obtained as follows: 

,
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b

b i t thr
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B w T
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                                                                                                               (30)        

thrT is the minimum prior probability that the background is in the scene. Dedicating a small amount of 
threshold, causes Gaussian components with the most probability to be considered as the background, whereas 
large amounts of thrT adopts more components for the background, so the leaves, flags, etc. may be modeled. 
Background subtraction process is performed by marking pixels that are more than 2.5 SD away from any of 
the B distributions as the foreground moving objects. Let define ib as the ith binary output image which 
contains foregrounds detached from backgrounds. Therefore it can be followed as: 

1 2.5
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The first Gaussian component that matches the test value is updated by the following equation. 
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Where  is the learning rate, which sets the time constant of the speed at which the distribution parameters 
change. 
Other parameter updating equations at time t are: 
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(36) 
 
3.2. Modified GMM background subtraction 

The above method has drawbacks under a variety of special conditions [32]. First, if the initial pixel 
value belongs to the foreground, there would be only one distribution with the weights equal unity. If next 
pixels belong to the background with the same color it takes (1 )log ( )thrT frames until adding this pixel to 
the background. For example if at least for 60 percent of the time, the pixel is considered as belonging to the 
background (with learning rate of 0.002), 255 frames are required. Second problem occurs when the likelihood 
factor ρ has a small value. This causes slow parameter adjustment; leading to low precision at primary frames. 
The third problem is that this method does not discriminate between background elements and their shadows. 

To overcome the difficulties, a modification scheme is suggested in [32]. In this method estimating of 
the GMM is done by expected sufficient statistics update. The update equations provide an estimate at the 
beginning; before all T recent samples can be collected. To this end a priority of T recent frames of each 
Gaussian distribution is maintained to define the frequency of adopting desired distribution as an adapted 
distribution. It is clear that more presence in T last frames causes more chance in choosing that distribution as 
the matched distribution. Considering theses points, updating equations of the distribution parameters change 
as follows [32]: 
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Where , , ,
ˆˆ ˆ, ,i t i t i tw   are the new weights, mean and covariance at time t, respectively. 
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If the ith Gaussian is an adapted one in frame  , , 1iM    otherwise it is zero. In this notation 
,
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i
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represents the history of ith Gaussian. In the modified equations, the coefficient  , is replaced by 
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1
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i
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to increase the Gaussian parameters adjustment rate. It should be pointed out that after 

updating, weights will be renormalized to maintain their sum equal to one. 
 

4. THE PROPOSED ALGORITHM 
 
To achieve more robust tracking, we propose employing the modified GMM background subtraction in 

the mean-shift framework. This will preserve and intensify the target spatial motion information that may be 
lost under critical conditions otherwise. Implementation of the background subtraction yields a binary motion 
information image (BMI) which discriminates non-stationary pixels. To reach better results some post-
processing operations are proposed to be applied on the BMI. 
 
4.1. Foreground Refining 
The post-processing is done in 3 steps as follows. 
a) Noise Elimination. Three different filters are used to eliminate noise: median filter to remove salt and 
pepper noise, morphological closing filter for filling holes and opening operation to remove small regions 
[33]. 
b) Shade Reduction. Shadows change the color value of pixels. Since GMM clustering is based on the 
difference of current pixel color value and the mean Gaussian distribution, it is probable that some shade 
pixels mistakenly be considered as background pixels.  Therefore it is necessary to examine background pixels 
once again to prevent wrong labeled pixels. 
Since a shadow does not usually affect the color component and generally makes changes to illumination 
intensity, most shade reduction algorithms use HSI color space [34]. However, as RGB to HSI color space 
transform  is often computationally complex, here we use the method proposed in [35] to reduce time 
consuming. For the whole pixels marked as background, the distance of the pixel color value with the 
Gaussians mean is calculated as: 

^
2| ( ) ( ) |i i id h t t                                                                                                                           (40) 

Where:      
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| |
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

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Each pixel is considered as a shadow pixel if: 
,i sh id T                                                                                                                                             (42) 

Where ,sh iT is a threshold related to the Gaussian component variance. This is noticeable that these 
computations are performed only for background pixels; hence the computational complexity of the method 
remains acceptable. 
c) Connected Component Analysis. Completing the above steps, the detected moving foreground objects are 
not necessarily connected. For a distinct object to be distinguished, a connected component labeling is done to 
assign each region a unique label. Based on the label, each region is processed to extract a number of features 
[36]. Classifying will be done regarding these features (for example, area, centre of gravity, bounding box, 
etc). Pixels with wrong label will be removed and the object will be detached as a uniform silhouette. 
Fig. 2 shows how the post-processing operations eliminate unwanted regions. 
 

 
                                                (a)                                    (b)                                     (c) 

Fig. 2. a) Original pets2001 image, b) BMI before the post-processing, c) BMI after the post-processing 
 
4.2. Tracking using binary motion information 
In mean-shift object tracking, the surrounding ellipse moves toward the desired target location. According to 
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(27), 


moves toward pixels with large ir . This led us to introduce a new object tracking algorithm. Here the 

goal is to propel 


towards maximum non-stationary pixels. Considering the refined BMI pixels as îb , the 

following rule conveys ( 1)k 

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Based on (43) when the object does not move, the target location is remained unchanged:
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. Otherwise, it departs towards the moving pixels. 

For using motion and color information simultaneously (27) is modified to follows: 
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The above rule can be justified based on the hybrid motion detection process where the second term in 
(44) is a modifying factor based on (43) to compensate the mean-shift. When the object is moved in next 
frame, the BMI pixel values which are relevant to the considered object are one. The first term in (44) moves



towards the target position based on the target color feature and the second term adds the difference of non-
stationary pixels location with previous location of the target. This procedure propels


towards the target 

location. It should be pointed out that when the object has not moved, the first term of (44) does not change 
the ellipse and due to the equality of îb s the second term of the relation does not change either. 

A summary of the algorithm follows: 
Considering the reference target model q and its location (0) in the previous frame: 

1- Put the target location in previous frame as an initial value for 


in the current frame. This is shown 
by (0)


(k=0 for the first step).  

2- Compute ( )( )kp 
 for ellipse search window (normalized color histogram for inner pixels of the 

ellipse). 
3- Calculate i applying (21). 

4- Calculate ir by means of (25). 

5- Implement GMM based background subtraction and get the BMI Image ( ib ) using (31). 

6- Refine the BMI applying the post-processing operations to get îb .  

7- Obtain ( 1)k 


using (44). 
8- If the algorithm converges or reaches the end criterion, stop. Otherwise put 1k k  and return to 

the step 2. 
 

5. EXPERIMENTAL RESULTS 
 
Two representative video sequences are used to evaluate the proposed method in comparison with the 

conventional mean-shift based tracking algorithms. To examine the robustness of the method, it is applied to a 
number of sequences containing critical scenes. In all the experiments the RGB feature space is used and to 
decrease the computational burden it is quantized to 8 8 8  bins, which means the color histogram can be 
displayed by a vector of length 512. Simulation results are generated using Matlab R2009b. 

The first experiment uses the pets2001 sequence. A cyclist moves toward a tree where its color becomes 
similar to the background. As it is illustrated in Fig. 4 the mean-shift algorithm cannot find accurate location 
of the cyclist in the next frame. Whereas implementation of the suggested algorithm tracks the target properly 
(Fig. 5). 

A soccer sequence is used for the second experiment, wherein the target player exhibits obvious 
illumination changes. The experimental results show the precise performance of the proposed method in 
comparison to the traditional mean-shift (Fig. 6 and 7). 

603 



J. Basic. Appl. Sci. Res., 3(4)596-607, 2013 

 

 
                                                      (a)                                     (b) 

Fig.4. Target tracking in pets2001 sequence using conventional mean-shift algorithm 
 

 
                                            (a)                                   (b)       

Fig. 5. Target tracking in pets2001 sequence using the proposed algorithm 
 

 
                   (a)                                    (b)                                     (c)                                         (d) 

Fig.6. Tracking results of the soccer sequence using conventional mean-shift 
 

 
(a)                                         (b)                                    (c)                                       (d) 

Fig. 7. Tracking results of the soccer sequence using the proposed method 
 

We also validate the performance of the proposed approach to track targets in normal scenes. Tracking 
results for a vehicle and a walking man using the proposed method are shown in Figures 8 and 9, respectively. 
In both cases the proposed algorithm tracks the target successfully. 

  

 
                        (a)                                   (b)                                    (c)                                (d)         

Fig. 8. Vehicle tracking of pets2001 sequence based on the proposed algorithm 
 

 
                      (a)                                      (b)                                    (c)                                 (d) 

Fig. 9. Tracking a walking man in pets2001 sequence based on the proposed algorithm 
 

The tracking system is also tested under more critical conditions. In Fig. 10 a flying bird movement is 
recorded while in each subsequent frame the bird appearance fading is increased. Fig. 11 shows tracking 
results on a CAVIAR dataset in which a person was tracked correctly even though color information is lost 

604 



Atefian and Mahdavi-Nasab, 2013 

frame by frame. We also tested the proposed algorithm at night with low background brightness. The proposed 
algorithm is successful again, as shown in Fig. 12. 

 

 
                                         (a)              (b)              (c)                (d)            (e)             (f) 

Fig. 10. Tracking results of a flying bird using the proposed algorithm 
 

 
                              (a)                                   (b)                                  (c)                                 (d) 

 
                               (e)                                  (f)                                  (g)                                (h) 

Fig. 11. The proposed method tracking in CAVIAR sequence 
 

                (a)                                 (b)                                 (c)                                 (d)                             (e) 
Fig. 12. Tracking results in"AVSS_PV_NIGHT" video using the proposed approach 

 
To evaluate the performance of the proposed method the Euclidean distance (error)1 of the estimated and 

real target locations are calculated for both the conventional mean-shift and the proposed algorithm. Fig. 13 
depicts the error calculated for two video sequences. 

 
                                                          (a)                                                                     (b) 

Fig. 13. Comparison of the proposed and traditional mean-shift tracking on basis of the distance error,  
a) soccer sequence, b) CAVIAR sequence 

 
Considering Fig. 13 in the traditional mean-shift algorithm when a target color tends to its background a 

suddenly mutation occurs in the observed error which leads to missing the target. This error is negligible for 
the proposed approach. This demonstrates the effectiveness of the approach for tackling common challenges 
such as target and background color similarity. Overall this hybrid method overcomes main challenges of 
popular mean-shift algorithm and can be used as a robust tracker in dynamic scenes. 

 
6. CONCLUSION 

 
During recent years mean-shift algorithm using color information has been one of the most commonly 

used approaches for object tracking. Though this algorithm contains benefits, accurate tracking of objects in 
critical cases of background color resemblance, illumination changes and low contrast often fails. In this 
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paper, a GMM background subtraction based extended mean-shift algorithm was introduced to tackle these 
problems. The proposed approach prepares spatial information of the moving object which turns the traditional 
mean-shift to a robust tracking algorithm. Based on this approach, the mutation of tracking error (TE) in 
critical condidition occurances has a significant downturn. As a visual prespective, various experimental 
results show that the proposed method accurately localize the target in the event of target and background 
color correlation, and it is notably robust and capable of tracking objects efficiently under severe conditions. 
 
1 The performance evaluation of the proposed approach is on basis of Euclidean distance between the center of target 
window with its real location which detects resulted sharp changes in loss of tracking.. 
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