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ABSTRACT 

 
In this paper, a novel watermarking method based on wavelet coefficient quantization using artificial neural 
networks is proposed. Imperceptibility and robustness are known as the main contradictory requirements of 
every watermarking scheme. In the proposed method, better compromises are achieved applying neural 
networks to adjust the watermark strength. Every four non-overlapped wavelet coefficients of the host image are 
grouped into a block and the differences of appropriately selected coefficients are quantized according to the 
watermark bit. A binary image is used as the watermark and embedded repetitively into the selected wavelet 
coefficients. The proposed method also improves the tamper detection in the watermarked image. Experimental 
results demonstrate simultaneous good imperceptibility and high robustness of the method against several types 
of attacks, such as Gaussian and salt and pepper noise addition, median filtering, and JPEG compression; in 
addition to capability of detecting even minor changes in the watermarked. 
KEYWORDS: Digital watermarking, Discrete wavelet transform, Neural network, Tamper detection 

 
1- INTRODUCTION 

 
    Together with the modern developments in widespread communications and digital multimedia, many 

researches are led toward issues such as copyright protection, image authentication and ownership proof. Digital 
watermarking is one of the proposed solutions, in which a specified hidden signal (watermark) is embedded in 
digital data that can be detected or extracted later for authentication purpose [1-3].Two well-known 
contradictory requirements of digital image watermarking are imperceptibility and robustness against any 
modifications, noise, and manipulations.  

    Tamper detection is used to disclose any change or manipulation made into an image. This can be 
achieved through the use of “fragile/semi-fragile watermark’’ with low robustness to the modifications of the 
host image [4-8].  In [4] a method for tamper detection using semi-fragile data hiding is presented that aims at 
achieving high perceptual quality of images even after malicious modifications.  

    Many digital watermarking algorithms have been proposed in spatial and transform domains. The 
techniques in spatial domain still show relatively low capacity and are not robust enough to loss image 
compression and other image processing operations [9, 10]. On the other hand, frequency domain techniques 
although more complex, can embed more bits as watermark and are more robust to attacks. Transforms such as 
discrete Fourier [11, 12] discrete cosine [13, 14] and Discrete Wavelet Transform (DWT) [15-20] are generally 
used in the frequency domain.  

    The implication of watermark embedding may be classified into two categories [21]: spread spectrum 
[22] and quantization based watermarking [16-18]. The spread spectrum methods add a pseudorandom pattern 
into host image. This watermark can be detected by correlating with the same pattern or by applying other 
statistics to the watermarked image. In quantization watermarking a set of features extracted from the host 
image are quantized so that each watermark bit is represented by a quantized feature value. This technique 
improves the robustness to JPEG compression, and other typical attacks [17]. 

    In recent years, neural networks pave the way for the further development of watermarking techniques 
by imitating the learning ability of brain. Neural networks are applied either to improve watermark extraction or  

to determine the watermark strength [23-25]. 
As two examples, Mei proposed a method for deciding the watermark strength using DCT coefficients 

[24], and Davis proposed a method to implement an automated system of creating maximum-strength 
watermarks [25]. The differences between our work and related works lie in the more elaborate selection of 
wavelet coefficients for watermark embedding, the block selection process and Artificial Neural Network 
(ANN) inputs. 

    In this paper, a watermarking method based on Feed-forward Neural Networks (FNN) is proposed. We 
embed the watermark in the components of the second and third decomposition layers of the DWT of host 
image. The scientific contributions of this paper can be summarized as follows: 

1) The quantization watermark embedding is used to improve the robustness to JPEG compression, and 
other typical attacks. 
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2) ANNs are successfully applied to balance the two requirements of watermark, robustness and 
imperceptibility, by adaptively determining the watermark strength. 

3) The embedding in the second decomposition layer is done by dividing it into 4 equal blocks to improve 
detection of changes and regions where the changes take place in the image. 
    The rest of this paper is organized as follows: in section 2, the preliminaries including DWT, neural network 
in digital watermarking, and watermark embedding based on quantizing the wavelet coefficients are briefly 
provided. Section 3 describes the proposed watermarking approach. In section 4 we describe how to detect 
watermark and tamper. The experimental results and performance comparisons are given in section 5. Finally, a 
conclusion is drawn in section 6. 

2-PRELIMINARIES 
     
2-1 Discrete Wavelet Transform (DWT) 

The basic idea of DWT is to split a signal into two parts, usually high and low frequency bands. The edge 
components of the signal are largely confined in the high frequency. The low frequency part is split again into 
two parts. This process is continued until the signal has been entirely decomposed or stopped before by the 
application at hand. The original signal can be reconstructed using the inverse DWT (IDWT). 

    For a two dimensional signal x(m, n), the DWT and IDWT can be similarly defined by implementing 
one dimensional transforms for each dimension, m and n, separately as:  

( [ , ]) [ [ [ , ]]]n mDWT x m n DWT DWT x m n                     (1) 
This way, an image is decomposed through a pyramid structure with various band information such as 

low-low (LL), high-low (HL), low-high (LH), and high-high (HH) frequency bands [26, 27]. An example of 
three levels decomposition is shown in Figure 1.  
 

 
 

Figure 1: The pyramidal three level decomposition of an image 
 
2-2 Neural Networks in Digital Watermarking 

ANNs are powerful tools that provide an optimization procedure with high-speed computation. ANN may 
be classified to feed-forward and recurrent (feedback), and supervised or unsupervised for training of each 
group [28]. 

Back Propagation Feed-forward Neural Network (BPNN) is the most widely used among FNN. It is a 
supervised learning neural network that uses steepest descent method to approximate arbitrary non-linear 
relations between input and output. Many different variations of BPNN have been proposed including gradient 
descent with momentum, adaptive learning rate, resilient BP, conjugate gradient, quasi-Newton, and Levenburg-
Marquardt (LM) algorithms.  

The LM algorithm is used to increase the training speed and make the training avoid getting into local 
minimum. It acts as a compromise between the steepest-descent method with stable but slow convergence and 
the Gauss-Newton method with opposite characteristics [29]. 

To achieve a robust watermark while remaining imperceptible to the human eye usually involves 
generating a watermarked image using a given power; increasing the power until the watermark seems visible. 
ANN may be applied here to detect the desired watermarking power automatically, based on the presented past 
experiences. 

    In [25], a wavelet-based watermarking technique was introduced, in which the watermark was added to 
the coefficients of all the sub-bands except the low pass. The embedding is based on the following equation: 

(1 . )i i ic c m                                                              (2) 

Where α is the watermark strength, ic is the DWT coefficients of the host image, im  is the watermark to 

be added following a normal distribution [0, 1], and ic is the watermarked image coefficient. To limit the inputs 
to the neural network, each image is subdivided into blocks of 64×64.The resulting DWT coefficients of each 
image are considered as the ANN inputs. The FNN (with a (4096-512-1) structure) is used to automatically 
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control and select the watermark strength. The ANN is trained using the scaled conjugate gradient algorithm 
until the MSE is less than 5e-5. 
     
2-3 Watermarking Based on DWT Quantization 

A host image is transformed into wavelet coefficients using k-level DWT, generating (3×k)+1sub-
bands.The LLk sub-band cannot be used for embedding as it contains important low frequency information and 
any minor change in this band leads to major perceptual distortion. HHk, HHk-1, HH1 bands are not suitable for 
embedding as they are very susceptible to compression.  

 In [16], the host image was decomposed using 3-level DWT. The watermark was embedded into HL3 and 
LH3 sub-bands. Every seven non-overlap wavelet coefficients of the host image were grouped into a block. The 
differences between local maximum and local second maximum values were modified to the watermark bit as 
visualized in Figure 2. In [17], every six non-overlap wavelet coefficients were grouped into a block. In [18], to 
achieve the secrecy of watermark, variable block size was used for embedding a watermark bit using different 
sub-bands. 

 
 

Figure 2: Watermark embedding algorithm of [16] 
 

3-THE PROPOSED WATERMARKING METHOD 
    
 In this work, the watermark is embedded by appropriately modifying the values of wavelet coefficients. Neural 
networks are used to automatically control and create the maximum image-adaptive watermark strength. Figure 
3 demonstrates the block diagram of the proposed embedding method. 

 

 
 

Figure 3: Block diagram of the proposed watermarking embedding scheme 
 

3-1 Wavelet TransformFunction 
Due to the linear phase, compact supported and favorable signal reconstruction properties of Cohen-

Daubechies-Feauveau-9/7 (CDF-9/7) [30], it seems qualified for the watermark embedding. Thus, this 
biorthogonal wavelet was employed for analyzing the host image.  
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3-2 The Embedding Algorithm   
In the proposed method, the host image of size 512×512 is decomposed using 3-level DWT. Increasing the 

number of levels improves the robustness. But it may reduce the payload capacity. As mentioned earlier, the 
LL3 and HH3, HH2 sub-bands are not suitable for watermark embedding. Here, LH3, HL3, LH2, and HL2 are 
utilized (Figure 1). 

In contrast to quantization methods of [16-18], we propose modifying the second and third maximum 
values of the small block coefficients (Figure 4) to embed the watermark bits. This way, the host image seems to 
be less manipulated and better preserved. 

The HL3 sub-band is subdivided into non-overlapping small blocks along the columns from top to bottom 
and then left to right. Block size choice is a trade-off between capacity and robustness. Considering blocks of 
smaller size will increase the capacity at the cost of robustness. Block size of 4×1 appear to satisfy the 
requirements for host images of size 512×512.Since the host image is considered 512×512, the HL3 sub-band 
size will be 64×64, and one bit of watermark is embedded in 4 pixels of each small block as visualized in Figure 
4. Therefore the watermark size can be 32×32 bits at maximum; which is taken here for maximum performance. 
LH3 sub-band is also subdivided into 1×4 blocks and one bit of watermark is embedded in each block (Figure 
4). Considering Ci, i=1...4 as the increasingly sorted positive values of the coefficients, the distance between C1 
and C4 may be defined as [31]: 

4 1
1 12

C C



                                                                   (3)          

Where 1 is the strength of watermark.The distance between C2 and C3is quantized according to Δ1: 

3 2

1

C Cd 



                                                                        (4)        

And d is modified to its closest even or odd integer according to the value of current watermark bit jw : 

                  (1d     )jw            if d   is even 

 d                                                                                                (5)           

               (1d      )jw            if d   is odd  

Where .    is the lower integer truncating, and and are the XOR and XNOR operators. This way, d  is the 

closest even or odd integer to d.A zero watermark bit (wj) results to an even, and a one bit to an odd value of d  . 
 

 
 

Figure4: Location of the 4 coefficients in HL3, and LH3 respectively 
 

To change the value of C3 –C2, both C2 and C3 are modified by the same value for keeping constant the sum of 4 
coefficients. This is:

 
2 2 12

d dC C
                                                                 (6) 

3 3 12
d dC C
                                                                 (7) 
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Selecting higher amounts of α1 causes an increase in the watermark robustness against attacks. On the 
contrary, when α1 decreases, host image quality will be more likely preserved. However, the watermark would 
be more vulnerable to noise as it is weaker. Thus, there is a tradeoff for α1 between the robustness and 
imperceptibility. 

    In order to detect the tampering in watermarked image, a semi-fragile watermark is embedded in HL2 
and LH2 sub-bands [4]. But in HL2 and LH2 at first the sub-bands are divided into 4 equal blocks. In each of 
these blocks, the watermark is embedded at least once. This redundancy assures embedding the watermark in all 
important parts of the sub-band in order to be able to detect the manipulations on the watermarked image. Each 
block is subdivided into non-overlapping small blocks as mentioned earlier. In each block values of the 4 
coefficients are sorted in increasing order, named Ci, i=1…4. Again, we define: 

4 1
2 22

C C



                                                                   (8) 

Where 2 is the strength of the fragile watermark. Higher amounts of 2 causes an increase in robustness, but 
also more demotion in image quality. The distances of C2 and C1, and C4and C3are quantized according to d1and 
d2, as follows: 

2 1
1

2

C Cd 



                                                                          (9) 

4 3
2

2

C Cd 



                                                                         (10) 

 

1d , and 2d are modified to its closest even or odd integer according to the value of current watermark bit jw : 

                 1 (1d      )jw          if 1d   is even 

 1d                                                                                         (11) 

                 1 (1d     )jw           if 1d   is odd  

                 2 (1d     )jw         if 2d   is even  

2d                                                                                        (12) 

                 2 (1d     )jw          if 2d   is odd  

Where 1 2,d d  are the closest even or odd integers to d1, d2.A zero watermark bit (wj) results to an odd 1d  and 

even 2d  , and a one bit rssults to an even 1d  and odd 2d  .Only C2 and C3are modified to adjust the values of  
C2 –C1andC4 –C3. This is: 

2 2 1 1 2( )C C d d                                                            (13) 

3 3 2 2 2( )C C d d                                                            (14) 
 
3-3 Maximizing the Watermark Strength 
    A. Feature Extraction by Principal Component Analysis (PCA) 
As mentioned above, a watermark bit is embedded into 4 coefficients of the small blocks at each sub-band of the 
third decomposition layer and also into small blocks at HL2, LH2 sub-bands. The differences between local 
maximum and local minimum values of each small block, containing the watermark bits, are calculated and 
stored in row vectors of size 1×1024 for each part (HL3 and LH3 sub-bands, and 64x64 blocks in HL2 and 
LH2) defined as Vectordata.The feature extraction procedure is illustrated in Figure 5.   
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           Figure 5: Feature extraction procedure 

PCA is used to reduce the dimension of the DWT. Since the main features locate at the first rows or columns, 
we select only the first forty rows of the PCA matrix. The PCA factors of each image are obtained by 
multiplying theMFpca in the Vectordata. 
 
    B. Neural NetworkTraining 
    Here, FNNs with three layers are used to adjust automatically the robust and fragile watermark strengths 
(α1,α2) to the most acceptable values. The resulting PCA coefficients of each image are considered as the inputs 
to the FNN. 

A training sample set of 20 different standard grayscale images of size 512×512, such as Elaine, Boat, 
Couple, Cat, Mount hood, House, Man, Harbour, Car and Bridge, were considered. The training targets were 
obtained by exhaustive subjective experiments using many different values of α1 and α2. 

Before training, all the inputs and targets have to be scaled so that they always fall within a specified 
range. In the case of inputs (X), they are normalized in order to be in the range [-1, 1] according to equation 
(15).The outputs (Y) are normalized to the range [0, 1] according to equation (16)[32]. 

 

max min

max min

2 i
i

X X XX
X X
 




                                                  (15) 

min

max min

i
i

Y YY
Y Y





                                                                   (16) 

 
To obtain the watermarked image the IDWT is carried out on the analysed sub-bands. 
 

4- WATERMARK EXTRACTIONALGORITHM 
 
The block diagram of the proposed watermark extraction is shown in Figure 6. Here, the same calculations 

as in the watermark embedding stage are carried out for Δ1 and din HL3 and LH3 sub-bands to calculate the 
closest integer to d. With regard to being even or odd, the intended one or zero bit is specified. Since each bit of 
the watermark is embedded in 2 different locations of these sub-bands, two values of dare obtained for each bit 
of watermark. Suppose there are 2 different quantities di, i=1, 2 for each bit of watermark. An appropriate 
method should be adopted in order to make decision between these 2 quantities. 

We use fuzzy mean [33] ofd1, and d2.The ˆ
iB  value is calculated as: 

ˆ 1 2 | ( ) |i i iB d round d    i=1, 2                                          (17)    

Where ˆ
iB  represents the fuzzy membership of each evidence.The vote of each evidence is calculated as: 

                 -1              if round ( )id is even 

iV                                                                                              (18) 

                 +1             if round ( )id is odd  

( )Mvectors mean Vectordata  

( ,:) ( ,:)AVGmatrix i Mvectors Vectordata i   

ov( )CVData C AVGmatrix  

cov( )Fpca Pca CVData  

(:,1 : 40)MFpca Fpca   
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Where round is used for rounding the nearest integer of its argument. The decision criteria is computed as: 
2

1

ˆ( )i i
i

B V


                                                                   (19) 

Ultimately the value of wj bit is specified according to equation 20. 
 

                  0                0if   
w j =                                                                                      (20) 

                  1                0if   
 

 

 
 

Figure 6: Block diagram of the proposed watermark extraction method 
 

Since each 4×4 block in a watermarked image is corresponding to just one pixel of HL2 and LH2 sub-
bands, the detection of image manipulation is executed on these blocks. Each of these pixels is placed in the 
vertical and horizontal quantized aforementioned small blocks. 

Two values of Δ2 are obtained from HL2 and LH2, named 2,v and 2,h , respectively. In addition there 
are two values of d, (d1, d2) for each of these sub-bands. Totally 4 values of d, as d1,h , d2,h , d1,vand d2,v are 
obtained.  To check that a 4×4 block is tampered or not, the membership of the each evidence for that block is 
obtained as: 
 

, , ,1 2 | ( )|i n i n i nB d round d    i=1, 2 ,n=h, v                         (21) 
 

The vote of each evidence is calculated as: 
 

                    -1          if round ,( )i nd is odd  

,i nV                                                                                     (22) 

                +1         if round ,( )i nd is even 
 
Ultimately the fuzzy mean for each 4×4 block j of watermarked image is calculated as: 

j  , ,
,

( )i n i n
i n

V B                                                       (23) 

A negative value for j  indicates manipulations present in each block, while a positive j  confirms no 
manipulations. 

5-EXPERIMENTAL RESULTS 
    
 The proposed watermarking method is implemented in MATLAB. Five gray scale images, ‘‘Lena’’, 

‘‘Baboon’’, ‘‘Airplane’’, ‘‘Barbara’’, ‘‘Goldhill’’ are used as test images. All test images are of size 512×512 
and the watermark is a 32×32 binary image. Table 1 depicts the watermark and watermarked image of the 
original images. 

Evaluation of the watermarked image quality is based on Peak Signal to Noise Ratio (PSNR); given as: 
2

10
25510 logPSNR
MSE

                                               (24) 

Where MSE is the mean-square error between the watermarked and original images; defined as: 

MSE = 2

1 1

1 ( ( , ) ( , ))
j Ni M

i j
I i j IW i j

M N



 


             (25) 

583 



Vafaei and Mahdavi-Nasab, 2013 
 

Where M and N are the rows and columns of host image, I(i, j) and IW(i, j) represent the original and 
watermarked images. 

    Since the watermarks are embedded in 2 sub-bands of HL3, LH3 and different locations blocks specified 
in HL2 and LH2, we may use an FNN for each part (sub-band or block) and calculate the average of FNN 
outputs to determine the robust and fragile watermark strengths. Each estimator is a three-layer FNN. The 
numbers of neurons in hidden and output layers are 40 and 1 respectively. 20 samples are used for training each 
part estimator. Levenberg-Marquardt training algorithm was selected to train the networks. Training continues 
until the MSE is less than 5e-5. The hidden layer transfer function is considered to be sigmoid, and linear for the 
output layer. 
 

Table1: Original, Watermark, and Watermarked test images 
 
   Image 
     Size 

 
original 

              Image 

Watermark Image  
         Watermarked 

Image 
 Image    Size 

 
 
 
 
 
 
 
 
 
 
  512×512 

 

 

 

 
 
 
 
 
 
 
 
 
 
32×32 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Table 2 shows the robust and fragile watermark strengths (α1,α2) obtained for the five different test imagesalong 
with their respective PSNR values. 
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Table 2: Watermark strength with their respectivePSNR Values 
 
 
 
 
 
 
 
We tested the watermarked images under the attacks of JPEG compression, median filter, and noise addition. 
The quality of watermark extracted from embedded image is evaluated by the Normalized Correlation 
(NC)between the embedded ( , )W i j  and extracted watermark ˆ ( , )W i j  defined as: 

2

ˆ( , ). ( , )

[ ( , )]
i j

i j

W i j W i j
NC

W i j




                                               (26) 

The robustness against JPEG compression with different quality factors and median filter attacks are shown in 
Table 3. 
 

Table 3: NC values after attacked by JPEG compression with the quality factor (QF) (25, 40, 60, 80, 90, 100), 
and median filter (3×3, 5×5, 7×7) 

 
Image 

JPEG compression Median filter 
QF=25 QF=40 QF=60 QF=80 QF=90 QF=100 (3×3)                    (5×5)                    (7×7)              

Lena 0.756 0.952 0.957 0.983 0.991 1 0.994 0.842 0.655 
Baboon 0.841 0.964 0.971 0.992 0.997 1 0.921 0.681 0.463 

Airplane 0.711 0.916 0.938 0.966 0.971 0.982 0.965 0.772 0.548 
Barbara 0.773 0.954 0.959 0.985 0.992 0.995 0.982 0.823 0.661 
Goldhill 0.815 0.958 0.968 0.988 0.995 1 0.941 0.716 0.497 

 
Figures 7 and 8 demonstrate the ability of the proposed method in tamper detection. 

 
(a)  (b) 

Figure 7: (a) Baboon was tampered, (b) Detected tampering image 
 

 
(a) (b) 

Figure 8: (a) Lena was compressed with Q=70 then was tampered, (b) Detected tampering image 
 
   Finally the proposed method is compared with the methods presented in [16-18], which also apply wavelet 
quantization for blind watermarking, using the Lena image. The results are shown in Table 4. The proposed 
method gains a better PSNR for the watermarked image and is more capable of resisting several attacks; 
especially filtering attacks such as median and adding noises. 

 
 
 

Image 
 

α 1 α 2 PSNR(db) 

Lena 0.43 0.2 45.76 
Baboon 0.76 0.39 41.45 

Airplane 0.57 0.28 43.75 
Barbara 0.46 0.24 45.25 
Goldhill 0.67 0.32 42.23 
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Table 4: Comparing watermark NC values of the proposed method with the methods presented in [16-18] for 
various attacks. 

Attack   Ref. [17] Ref. [16] 
(PSNR=44.25) 

 Ref. [18] 
  (PSNR=42.02) 

Proposed method 
(PSNR=45.76) 

Median filter (3×3) NA 0.88 0.90 0.99 
Median filter (5×5) NA 0.74 0.76 0.84 
Median filter (7×7) NA 0.57 0.53 0.65 

JPEG(QF=25) NA 0.80 0.74 0.76 
JPEG(QF=60) 0.99 0.99 0.95 0.96 
JPEG(QF=80) 1 1 0.99 0.98 

JPEG(QF=100) 1 1 1 1 
Gaussian Noise 0.89 NA 0.81 0.90 

Salt-pepper 0.88 NA NA 0.88 
 
6- CONCLUSION 
 

A digital watermarking algorithm based on feed-forward neural networks was presented. The host image 
was decomposed into wavelet domain. The wavelet coefficients were grouped into different blocks and 
watermark bits embedded by changing the values of appropriately selected sub-band coefficients. It was shown 
that neural networks can satisfactorily maximize the watermark strength using proper trainings; in addition to 
being adaptive based on the knowledge of the image block features.The simulation results illustrated that the 
values of PSNRs of the watermarked images in the proposed method are always greater than 40 db and it can 
represent acceptable robustness against more frequent attacks; especially filtering attacks such as median, and 
also noise addition. After undergoing these attacks, the extracted watermark can still be recognized clearly. 
Moreover, the proposed method is capable of detecting even minor changes in the watermarked image and 
determining where such changes take place. The tamper detection ability of the proposed scheme was shown 
experimentally, besides high robustness to different types of attacks such as filtering and noise addition. 
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