
 

J. Basic. Appl. Sci. Res., 2(5)4667-4671, 2012 

© 2012, TextRoad Publication 

ISSN 2090-4304 
Journal of Basic and Applied  

Scientific Research 
www.textroad.com 

 

*Corresponding Author: Adel Jahanbani, Department of Computer Engineering Islamic Azad University, Lamerd Branch, 
Lamerd, Iran. Email:  jahanbani_adel@yahoo.com 

 

Intrusion Detection System Using New Synthetic Neural Networks 
 

Adel Jahanbani 1, Manijeh Keshtgari 2, S Amirhassan Monadjemi3 
 

1Department of Computer Engineering Islamic Azad University, Lamerd Branch, Lamerd, Iran 

2Department of Computer Engineering and Information Technology, Shiraz University of Technology, Shiraz, Iran 
3Department of Computer Engineering, Esfahan University, Iran, Esfahan 

 
 

ABSTRACT 
 
This paper propose a new training paradigm in which we use the data representing abnormal behavior (in contrast 
to the conventional use of the data representing normal behavior) in computer networks to train a neural network 
based anomaly detection system in computer networks. We apply our proposed paradigm to an anomaly detection 
system that is constructed using a Self Organizing Features Map (SOFM) and a Generalized Feed Forward (GFF) 
neural network. The new training paradigm in this system yields the same performance level or better as 
compared to other existing systems, but with about 70% reduction in its Computational complexity.   
Key words: Intrusion Detection System, Anomaly Detection, Self Organizing Features Map, Generalized Feed 

Forward, Neural Networks. 
 

1.  INTRODUCTION 
 

Computer networks are increasingly subjected to security threats. In the past two decades, extensive 
research on devising various techniques to improve data confidentiality, information integrity, and service 
availability have resulted in systems that are more robust. Nevertheless, we are witnessing novel attacks on a 
daily basis, which require continued efforts to deal with anomalies in computer networks that emanate from such 
threats. However, it is evident that one cannot deal with attacks only by relying on conventional tools such as 
cryptography, security policies, firewalls, or other available means. This is because operating systems as well as 
application software usually contain bugs or other unavoidable weaknesses that enable potential attackers to 
exploit certain weaknesses of networking protocols to initiate attacks. 

An Intrusion Detection System (IDS) is an effective tool that can help to prevent unauthorized access to 
network resources. The methods used in IDSs can be categorized as misuse detection or anomaly detection. 
Misuse detection utilizes predefined patterns of known attacks, while anomaly detection is based on abnormal 
events on hosts or in the network. The underlying belief in anomaly detection is that such abnormal events are 
usually followed by intrusion attempts.  

Anomaly detection does not require predefined patterns of attacks, but needs extensive training to extract 
patterns of normal behavior. It is for this reason that development of anomaly detection systems is more 
complicated than misuse detection systems. 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The Block Diagram o the proposed Intrusion Detection System 
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Rule based anomaly detection systems look for specific signatures in the monitoring data, and require 
frequent updates to add new rules for covering new cases. In contrast, statistical anomaly detection systems 
look for abnormal activities in the behavior of the users. Anomaly detection systems suffer from two types of 
false alarms. A false negative alarm (FN) that identifies a situation in which no abnormal activity is detected, 
but an intrusion has occurred. In contrast, a false positive alarm (FP) detects an abnormal activity that is not 
related to an intrusion attempt. As false alarms are not desirable, one must avoid such indications. Usually, a 
reduction in false negative alarms results in an increase in false positive alarm, and vice versa. In practice, one 
has to seek a trade-off between the two. As an intrusion alarm would initiate certain defensive actions by the 
network manager, in this research we aim to reduce false positive alarms to improve the credibility of alarms. 
We recognize that such a policy will inevitably result in failure to detect SOFM new anomalies.  

Neural networks have been employed in intrusion detection systems [2]-[3], in which SOFMs are utilized 
to develop the IDSs. In this paper, we develop an anomaly detection system that consists of a preprocessing 
block and a neural network block. We extract certain features in the preprocessing block, and then use them in 
a combined SOFM and GFF neural networks to detect anomalies in the computer network. In all intrusion 
detection systems, the amount of monitoring data is quite significant, which results in a proportional 
processing overhead. Our choice of a small set of distinguishing features reduces the processing overhead, and 
enables us to detect anomalies in real time. Also, the way in which we combine the capabilities of SOFM and 
GFF neural networks substantially improves the performance in comparison with existing systems as presented 
in the Results Section. 
 

2. METHOD 
 

As shown in Fig-1, two SOFM and GFF neural networks are used. At first network packets, consisting of 
41 features, were read and saved for processing. Then we processed the saved packets to extract information 
and connection features to be saved at the final of a buffer.  n×m elements (the number of features is called by 
n and the number of connections by m) are applied to the neural network inputs    which are designed with 
SOFM and GFF. In order to distinguish the occurrence or non occurrence of attack. Moreover this paper 
provides the related argument, based on explaining the procedure that contains 2 steps; one the way of 
extracting and preparing data, and the other the method of designing combined neural network.   
 
2-1. Data Set 

The information technology group at MIT Lincoln Laboratories (with DARPA support) has provided a 
collection of 5 million label connections for IDS training, and another 2 million for IDS test and evaluation [7]. 
Each connection packet that is associated with an attack is labeled   in one of the following attack categories: 
Remote-to-Local, User-to-Root, Denial-of-Service, and Probing. This data base was further processed [8] for 
clustering the packets into the following 4 main groups: Basic TCP, Content and the presumption that certain 
distinct features are different in normal and abnormal cases. In this research, we exploit only the basic TCP 
category with 6 features as identified in Table 1 and show that these features can distinguish normal from 
abnormal cases. 

Since attacks are initiated sequentially, and as the SOFM and GFF neural networks are not capable of 
recalling temporal information, we use an implicit scheme to represent time by inputting the extracted features 
into the SOFM and GFF in a sequential manner that corresponds to their arrival times. In this scheme, m 
successive connection features (m six-feature vectors) form one input vector for the SOFM neural network. We 
chose the arbitrary value of 6 for m in this paper; hence the number of input neurons in the SOFM is 36.  
 
2-1. Neural Network Architecture and Training 

We introduce a novel combination of SOFM and GFF and show that it reduces the processing overhead 
and detects anomalies accurately. We began with 64000  

Connections from DARPA data set to train the neural networks. We designed and trained the SOFM 
separate from the GFF in the following manner using Neurosolution software: First of all we designed two 
SOFM neural networks, parameters of which are shown in Table 2. Each of which is composed of 36 input 
(m=6, n=6) and an output one. So totally there would be 2 outputs in these two networks. The first SOFM 
network is trained just by connective features with unattack label and the second with attack label. 

Now, some connections which have both attack and unattack labels are applied one time to the first neural 
network and then to the second one. The output rates of the 2 networks would be the real rates instead of 0, 1 
(unattack, attack). Consequently, by using these 2 outputs, the designed  GFF neural network with Table 2 
parameters would be trained. It contains 0, 1 outputs that 1 represents attack label and 0 represents unattack label. 
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3. RESULTS 

 
In this paper, to assess the designed intrusion detection system over 200000 varied connections were used, 

40%of which. were attack connections and 60% unattack ones, testing the neural network. 80% of connections 
were used in training and 20% in testing the IDS.  

The output rate of GFF neural network changes between range of [0, 1], it changes to 0 or 1 by choosing 
the appropriate Threshold to account the minimum false positive (FP) and the false negative (FN).False 
Negative (FN) and False Positive (FP) alarm rates are defined as: 
 

FN= 
No. of attack patterns having score smaller then T (detected as normal)      

× 100 
                              Total number of attack patterns                                                                                            (1) 
 

FP= 
No. of normal patterns having score smaller then T (detected as attack)      

× 100 
                                  Total number of normal patterns  
 

After several varied examinations, we found that by choosing the Threshold which is 0.01 for GFF the FN 
would be reduced to 0.049% and 0% respectively. (Table 3). on the other hand, compromise between FP and 
FN, would happen by choosing varied Thresholds. the selection is dependant to different applications but the 
best status is minimizing the FN. 

Comparing the results with the results in [4] in which FP is 22% and FN is 33%. in [14] shows that FP is 
76% and FN 0% .also the result of [2] is nearly equal to [4]. The result of [13] FP is 21.9% and FN is 
20.5%.[15] shown that FP is %8.8 and FN %13.The result of [16] FP is %1.5 and FN is %0. 

Consequently on contrasting to the other’s, in other method considerable reductions has happened in both 
FP and FN. And, it is when there are reductions in complication of processing. The complication of this method 
is 303 according to Eq.2 while in [2] is1518 (=36×36+36×6) and in [13] is 1050(=36×25+25×6).[15] shown 
complication is 1027 . 

Our method result is preferred to [3] and [4] result about the complication, the FN and FP. the 
complication reduction in this method is related to the few output neurons of tow SOFM neural networks. 
 
 
                                                                                                            (2) 
 

 Table 1-Bassic feature in TCP Connections 
 

 

 

 

 

  

  

  

  

  

  

  

  

Designation/Value Function/Parameter 
Name 

Liner Sigmoid Axon Transfer function 

1 
Number of Hidden 

Layers 

1 Number of Output 
Layers 

Momentum Learning Rule 

1 Step Size For Learning 

0.7 Momentum 

Square kohonen Full Neighborhood shape 

1100 Number of Epochs 

6 Rows 

6 Columns 

1 Output PEs 

6 NO of  SOFM hidden 
layer neurons(PEs) 

4 NO of  GFF hidden 
layer neurons(PEs 

Complexity= No of SOFM Out put neurons × (2× No. of input neurons -1) +No of GFF hidden 

layer neurons× (2× No. of SOFM output neurons -1) +No of output GFF neurons× (2× No. of GFF 
hidden layer neurons -1)    
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Table 2-Desigen parameters for the SOFM and GFFMneural networks 
 

  

  

  

  

 

 

 

Table.3 Current results  
 

 

 

 

4. CONCLUSION  
 

We used our previously proposed intrusion detection system in [2] and proved that training the system 
with abnormal behavior (in contrast to the conventional practice of training the system with normal behavior) 
would enhance even further its superior performance as compared to other existing intrusion detection systems 
reported in the literature [2], [3], [4], [13],[14],[15] and [16]. 
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