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ABSTRACT

Path planning has important applications in many areas, for example industrial robotics, autonomous systems, virtual prototyping, and computer-aided drug design. This paper examines robot path planning. This is the task of planning the motions of a robot so that it avoids collisions with objects in the workspace. The method is applied to a two-link planar robot manipulator using a two-dimensional configuration Space representation. Parallelism within the method is identified and reductions in execution time are achieved. The basic concept of the Tangent graph is extended to develop a new path planner. The second new planner is developed based around a Genetic Algorithm. This provides a probabilistic approach to the search for a path. This is also demonstrated using a simulation of a three link planar manipulator and again parallelization issues are discussed. The implications of incorporating the new path planners into a robot system are reconsidered. A practical testing is described which integrates a vision system, path planner trajectory planner and manipulator controller.
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1- INTRODUCTION

In its most basic form, robot path planning is about finding a collision free motion from one position to another. Efficient algorithms for solving problems of this type have important applications in areas such as: industrial robotics, computer animation, drug design, and automated surveillance. It is therefore not surprising that the research activity in this field has been steadily increasing over the last two decades. In the first part of this paper, we study how object-oriented design methods can be of use in the context of path planning. The result is an object-oriented framework that makes it easy to develop and compare path planning algorithms. Using this framework, two new algorithms have been developed; one for the basic form of the path planning problem, and one aimed for pick-and-place tasks.

Apart from the obvious application areas in industrial robotics and autonomous systems in general, there are also other useful application areas for path planning. In this section we list some interesting examples together with relevant references.

Industrial and Service Robotics In industrial applications, the robot motion has to be carefully programmed for each new task. This programming can be both laborious and time consuming, there is much to win if this process could be made semi-autonomous. That is, path planning algorithm could be used to give suggestions on collision free motions. The robot programmer could then choose to accept or to modify the generated motions, before making them part of the robot program.

Unlike industrial robots, service robots have to operate in unpredictable and unstructured environments. Such robots are constantly faced with new situations for which there are no preprogrammed motions. Thus, these robots have to plan their own motions. Path planning for service robots are much more difficult due to several reasons. First, the planning has to be sensor-based, implying incomplete and inaccurate world models. Second, real-time constraints means limited resources for planning. Third, due to incomplete models of the environment, planning could involve secondary objectives, with the goal to reduce the uncertainty about the environment. Navigation for mobile robots is closely related to sensor-based path planning in 2D, and can be considered as a mature area of research [1,2]. Sensor-based planning for manipulators, on the other hand, is still a very open research problem. One of the first systems capable of sensor based planning for manipulation was the Handey system [3,4]. Based on laser range data, this system could plan pick-and-place tasks for a manipulator equipped with a parallel-jaw gripper. For two recent examples, see ref. [5], and ref. [6].

Computer Animation There is a growing integration of computer animation with artificial intelligence to create virtual actors [7,8]. Autonomous or semi-autonomous virtual actors lead to higher productivity as animators can now use high-level commands instead of specifying long sequences of key-frames. Furthermore, with physics-based simulation, a higher degree of realism can be achieved [9]. The type of motion used could be determined from motion capture data, allowing for realistic animations. The techniques used...
in [10] and [11] can also be used in computer games to create more convincing and more skilled computer controlled characters. Virtual Prototyping Virtual prototyping involves modeling and simulation of all important aspects of a prototype, e.g., mechanical design, kinematics, and dynamics, accompanied by realistic visualization. For a mechanical assembly like an engine, one important aspect of the final product is maintainability: How easy is it to reach and replace a certain part in the assembly? Without a physical prototype, such questions can be difficult to answer, and path planning algorithms could thus be a useful tool. For efficient manufacturing, we are interested in assembly strategies that are as efficient as possible.

A somewhat unexpected application area for path planning algorithms is within the fields of computational biology and chemistry. In these fields path planning algorithms have been used to study flexible ligand docking [13], and protein folding pathways [14]. Ligand docking is important in the area of computer-aided drug design, where the goal is to find a small molecule (the ligand) that is able to dock with a target protein (the receptor). A potential docking configuration must not only correspond to a configuration of low potential energy; it must also be accessible to the ligand from an outside location. The found docking configurations were close to the real ones. Protein molecules are long chains of amino acids. These molecule chains will, under normal circumstances, fold themselves into a close-packed, low-energy configuration. This folding process is important to understand for several reasons: The protein’s function is determined by its three-dimensional structure, and disturbed protein folding is related to diseases, such as cystic fibrosis and Alzheimer’s disease [15]. The folding process is hard to capture experimentally because it happens so quickly [16], and therefore simulation is a necessary tool.

2- MATERIALS AND METHODS

The Genetic Algorithm GA is a probabilistic search process that mimics the mechanisms of evolution and natural genetics. The GA operates on a population of individuals that undergoes a process of simulated evolution. The individuals are each an encoded representation of a potential solution to the search problem—the equivalent of the genetic material of a natural individual. At each generation the most promising or test of the potential solutions are selected and bred together to generate new individuals. As the GA progresses through several generations the solutions are refined and will ideally converge on the optimal solution. The work described in this chapter is an exploration of the possibilities for using GAs to solve the Path Planning problem. Many deterministic path planners have been demonstrated to work affectively in low i.e. two or three dimensional spaces. There are few planners that can produce reasonable results in high i.e. six or seven dimensional spaces. Of these the most effective employ some element of randomness in conjunction with a deterministic search. This research aims to explore the potential of a GA for combining directed search and randomness in an effective fashion an important feature of GAs as described later is their potential for parallel implementation. It is unlikely that any useful real time path planner is realizable on current single processor systems so the potential parallelism of any method must be considered. The GA was rest proposed by Holland in the concepts being brought together in his book Adaptation in Natural and Artificial Systems. Another approach to optimization based on the operations of evolution was independently investigated by Schwefel and Rechenberg. These models are commonly termed Evolution Strategies and Evolutionary Programming. These models tend to rely on crossover as the mechanism for information exchange whereas Evolutionary Strategies rely primarily on mutation. All these methods and their variations are generally referred to as Evolutionary Computation. In this chapter a new method of path planning is proposed which uses a GA to search C-space and generate solution paths. Evolutionary computation and robotics have been brought together by many researchers though the motion planning problem has received relatively little attention. Bessier suggests a path planner that uses a local GA to done Manhattan motions to a series of sub goals or landmarks. A second GA planner then attempts to connect the landmarks with the goal in a system with N degrees of freedom.

A Manhattan motion consists of moving each degree of freedom successively once by %i. This method seems to be effective attending legal paths but the inherent stepped nature of Manhattan motions leads to paths that are not very smooth and far from optimal. Page divides the search space into a series of regular cells and employs an EP method to search for paths which are dened as lists of adjacent cells. This requires a tradeoff between cell size and accuracy. Small cells that give sufficient resolution to navigate obstacles generate large lists for paths and could lead to jagged deviations from more optimal paths. Solano searches for paths by progressing through the space in a stepwise fashion using a GA search to select the next step from a circular area surrounding the current location. This method takes a very local view of the search space causing generated paths to move toward local minima and then have to back out before continuing to the goal.

Other researchers have touched on a motion planning aspect. McDonnell and Chen use EP and a GA respectively for configuration optimization of mobile manipulator taking into account a collision avoidance criterion.
Ram uses a GA to develop a reactive behavior for an autonomous vehicle traversing obstacles spaces. Davidor applies GAs to trajectory generation searching for inverse kinematic solutions to dened end effectors paths.

A new path planner for a point robot moving among circular obstacles in a two-dimensional space is presented. This is a relatively simple problem that would be most effectively solved by using a tangent graph but it allows the development of GA elements that may then be extended to the general n-dimensional C-space case. Figure 1 shows an example of a typical problem. The GA uses a population of potential solution paths each individual representing a path between the start and goal configurations. The GA evaluates paths based on their legality and their length. The more promising paths are bred together so that after several generations a reasonable solution path will evolve.

**Figure 1:** The problem finding a path from start to goal in a space occupied by circular obstacles.

An overview of the path planning GA is given below. It has the same structure as the SGA but with various enhancements which are described in the following section. Genetic algorithms [17] are a class of adaptive methods that can be used to solve search and optimization problems involving large search spaces. The search is performed using the idea of simulated evolution (survival of the fittest). These algorithms maintain and manipulate “generations” of potential solutions or “populations.” With each generation, the best solutions (as determined by a problem-specific fitness function) are genetically manipulated to form the solution set for the following generation. As in nature, solutions are combined (via crossover) and/or undergo random mutation. The following are general specifications for our GA-based local path-planning approach:

1) A map of the room in which the path planning takes place is known. The path planner will determine the length and the width of the search space and then apply a grid system to the room, similar to a chessboard. Thus, the room is divided into rows and columns. In our approach, we assume the number of rows is equal to the number of columns. The locations of known obstacles are marked as “occupied cells” in the grid.

2) The row and column coordinates of the start-point and the end-point of the desired robot’s movement are also known.

3) The robot is allowed to move on all “free” cells, where the center of the robot moves along an imaginary line from the center of one cell to the center of another cell.

**B. Different Types of Robot Movement**

Assume a robot is required to navigate from the upper-left corner of a room to the lower-right corner, as shown in Figure 1. In order for the robot to do this task, generally, there are two types of robot movements: Row-Wise and Column-Wise.

B.1) Row-Wise Movement: In a row-based movement, the robot starts moving row by row from the start-point to the end-point. In other words, any horizontal line in the search space will meet the path only once. Therefore, in this movement, the robot always has to go forward and it does not have the capability of going back (up) to the previous row.
B.2) Column-Wised Movement: In a column-based movement, the robot will start moving toward its destination column by column to the right. In other words, any vertical line in the search space will meet the path only once. Therefore, in this movement, the robot always has to move from left to right, and it does not have the capability of moving back to the left.

C. Encoding Technique

The chromosome structure must have sufficient information about the entire path from the start point to the end-point in order to be able to represent it. Next, another member of our research group, [18] modified the genotype by introducing a new instruction flag for each path, called Path-Flag. This Flag instructs the next movement type for each step of the movement. Therefore, this genotype allowed the robot to plan either a row-wise or a column-wise movement according to the search space arrangements. But, neither of these two previous structures was able to combine both row-wise and column-wise paths while planning for a single path. This caused the robot to fail.

The mobile robot path planning problem is typically formulated as follows: given a mobile robot and a description of an environment, we need to plan a path between two specified locations, a start and end point. The path should be free of collision and satisfies certain optimization criteria (i.e., shortest path)[19]. According to this definition, path planning problem is categorized as an optimization problem. Researchers distinguish between various methods used to solve the path planning problem according to two factors,

1) the environment type (i.e., static or dynamic,
2) the path planning algorithms (i.e., global or local). The static environment is defined as the environment which doesn’t contain any moving objects other than a navigating robot; while the dynamic is the environment which has dynamic moving objects (i.e., human beings, moving machines and moving robots).

The global path planning algorithms requires a complete knowledge about the search environment and that all terrain should be static. On the other hand, local path planning means that path planning is being implemented while the robot is moving; in other words, the algorithm is capable of producing a new path in response to environmental changes.

Proposed algorithms: To use GAs for solving the path planning problem, we considered number of steps. These steps are:

- First: Convert the search environment to a grid graph (i.e., node). Thus, the robot shall move in a step fashion on the proposed grid as they appear in the real environment
- Second: Specify the staring and ending point where the path need to be established
- Third: Defining the static obstacles locations on each node of the grid

Path planning technique: In this study, we present the main steps for the proposed path planning techniques.

Initialization: Create an initial population with a predefined population size. The population contains number of individuals (i.e., chromosomes). Each individual represents a solution for the problem under study. In our case, each solution is in fact a path between the start and end point in the search space. The initial population with size n can be presented as:

\[ \text{Initial Population} = \langle p_1, p_2, ..., p_n \rangle \]

Each structure \( p_i \) is simply an integer string of length \( L \), in general. Each structure \( p_i \) represents a vector of node numbers in the grid which can take values of \( 1, 2, ..., L \) (i.e., search space).

Normally, GAs individuals can contain any point value between the starting and ending point. Thus, the individual generated by GAs is in the form of:

\[ \langle c_1, c_2, ..., c_l \rangle \]

where, \( I \) is the number of visited node in the search space. The starting and ending point will not be shown in this individual. This is why we need to make some modification to the individual structure so that we can add the starting and ending point. The modified individual representation will be:

\[ \langle c_1, c_2, ..., c_l, \text{Start}, \text{End} \rangle \]

Fitness function: Fitness function represents an important part of any evolutionary process using GAs. Appropriate selection of the fitness function will lead the search towards the optimal solution. The optimal path, in our case, is the shortest path between the starting and ending point. Thus, the fitness function is responsible on finding this path. The shortest path helps computing the total number of steps the mobile robot need to take to reach the ending point. Consequently, the fitness value for a complete solution will be computed as:

\[ \text{fitness} = d_1 + d_2 + ... + d_n \]

\[ d_s = \text{The distance between start, c_l} \]

\[ d_1 = \text{The distance between c_l, c_2} \]

\[ d_2 = \text{The distance between c_2, c_3} \]
**Fitness computation:** To compute the fitness function for an individual, we should have the coordinates of each point in the individual. Thus, we can compute the distance between any two points in the search space (i.e., environment of the robot).

Assume we have two points in the search space. Absolute value is important since distance is a quantity value.

**Experiments:** In this study, we present our development experiments in with two types of environment (i.e., obstacle free and obstacle environment).

1. **Obstacle free environment:** We used Genetic Algorithms to search a space of \(10 \times 10\) and \(100 \times 100\) nodes to find an optimal path for a mobile robot to move from a start to end points. In our experiment we used an individual structure of 7 elements and 18 elements, respectively. This means that the mobile robot could visit the same point number of times. This is why GAs has to pick up the best path which avoids this type of problems.

We ran GAs with various population sizes 10, 20 and 50, respectively. The goal is to investigate about the behavior of GAs in each case. This will also help in showing that GAs will converge to the optimal solution (i.e., optimal path) in each run.

3. **RESULTS AND DISCUSSION**

The proposed algorithm has been tested on a wide range of geometries with good results. To give an indication of the required planning time and the type grasps produced by the planner, three examples are presented here. In all examples, the contour was given as a spline curve, which was adaptively approximated by a polygon. For all the examples, only the best grasp is shown, but the output is actually an ordered set of \(N_g\) distinct (i.e., well separated thumb positions) grasps. For the examples we used \(N_g = 10\). The timing results were obtained using a Sun blade 100 computer. The time needed for the spline-to-polygon conversion is included in the total planning time.

In the first example, see Figure 1, gravity is directed along the view plane normal. Thus, we are planning a vertical grasp. The height of the cylinder is so large that no grasp hypo paper violated any depth constraints. Most of the good grasps for this geometry had \(\phi \approx 60^\circ\), simply because the admissible object weight reaches its theoretical maximum if all three contact forces converge at a single point.7 that the planner also emphasizes grasp robustness: The planned grasp can tolerate relative large perturbations without losing its stability. The polygon curve has 174 vertices and the required planning time was 0.38 seconds. The second example is a vertical grasp on an eccentric ellipse. Here the strong eccentricity of the object (\(e = 16\)) is used to initially bias the thumb position and the spread angle such that the grasps wrap around the minor axis of the object. The best grasp is centered over the centroid and achieves a large contact area between the palm and the object, thereby making it a very secure grasp. The polygon curve has 60 vertices and the required planning time was 0.24 seconds.

The last example is a horizontal grasp, with gravity directed downwards in the view plane. As the intent was to implement this planner on a (research) service robot, we chose an object more appropriate to that context, namely an iron. Because the iron is resting on a support plane, a constraint box is put around its lower parts, which can be seen as the dash-dot box. This is a much harder problem compared to the previous ones because much of the contour is not accessible. Obviously one or two fingers5 must get under the handle of the iron, which is not easy considering the minimum clearance needed for the fingers.

Even though the algorithm assumes cylindrical objects, this is an example where the planner does well even on objects that do not fulfill this assumption. We can see that the palm has contact with the object. If the real robot would execute this grasp, the hand would be moved forward until the tactile sensor in the palm senses a contact. When closing the fingers, they would, due to the clutch mechanism, wrap around the handle and secure the object. This is an additional reason why grasps with palm contacts are preferred by the planner.
Figure 2: The polygon has 174 vertices and required planning time was 0.38 seconds.

It is assumed that the grasped object is rigid and that the grasp consists of any number of point contacts with friction. The point contact assumption might seem limiting but, as was pointed out by Nguyen [18], any planar polygonal contact can be represented as the convex sum of point contacts placed at the vertices of the contact polygon. Attached to the object is a reference frame, to which all contacts and forces are related.

Each contact will have its own reference frame, with the $z$-axis pointing in the direction of the inward surface normal, see Figure 3 (a). Because of friction being present, the contact force can deviate from the $z$-axis. If the contact forces obey the Coulomb friction model, then the space of all admissible contact forces forms a circular cone with opening angle $2 \tan^{-1}(\mu)$, where $\mu$ is the coefficient of friction. This cone, called the friction cone, will impose nonlinear constraints on the contact force components.

In literature, the circular friction cone is often approximated with an $n$-sided pyramid, see Figure 3 (b). By doing this, we can write the contact force as a positive linear combination of the force vectors spanning the pyramid:

$$ f = \sum \alpha_i F_i, \alpha \geq 0. $$

Note that by choosing the vectors $f_i$ to have unit $z$-component, the normal component of the contact force is easily obtained as $\sum \alpha_i$.

Figure 3: For nonslipping contacts that obey the Coulomb friction model, the contact forces must be inside the friction cone. (a) A side view of a point contact together with its coordinate system. (b) An example of a friction cone approximated by a five-sided pyramid.
It is often convenient to concatenate force and torque vectors, $F$ and $T$, into a wrench, defined as $W = (F, T)$. A wrench is thus a six-dimensional column vector. Each force $f_i$ will result in an object wrench, which can be computed if the position and the orientation of the contact relative to the object frame is known. Let the wrench from all contacts be the columns of a $6 \times m$ matrix $G$, where $m$ is the number of contacts. This matrix is called the grasp matrix. Summing up the contributions from all contacts, the total wrench exerted by the grasp on the object, $W$, can be written as

$$W = G \mathbf{x} + \mathbf{b} k = \mathbf{1} \ldots m$$

where $\mathbf{x}$ is a vector containing the contact wrench for all contacts. See the book by Murray et al. [19] for more details on how to construct the grasp matrix. When analyzing a grasp, it is of interest to know the space of wrenches that can be applied to the object by the grasp.

This space is equal to the convex hull of $G$, which can be efficiently computed using the Quickhull algorithm, see Barber et al. [12]. An important class of grasps are those that have force closure. This means that the grasp can counteract any external wrench acting on the body by adjusting the contact forces properly. If a grasp has force closure, then the convex hull of $G$ must contain a neighborhood of the origin $[107]$. The converse is also true: If the convex hull contains a neighborhood of the origin, then the grasp has force closure.

4. Conclusion

This paper investigates path planning strategies for repeated traversal in large dynamic partially unknown environments. The aim of the approach was to minimize collision risk and speed up the mission by adapting to the changes in the dynamic environment.

The advantages of the novel path selection algorithm for generating innovative paths between predefined target points are demonstrated. Over 600 test runs are conducted using the research robot Khepera (all descriptions of the experiments and experimental results are represented additionally). The behaviour of the robot is verified against the shortest path following strategy in various complex environments (varying from static to dynamic as well as from unknown to partially and totally known).

The experimental results lead to the following general conclusions. Path planning approach presented in this paper can be used even if very little is known about the environment or when the environment is completely restructured during the mission. The path selection algorithm will efficiently cover the whole space even if the environment is large. This approach helps to reduce time, risk of collisions and increases the predictability of robot’s behaviour.

To optimize travel time, distance, energy consumption, collision risk or deviation from the original path, unexpected events should be decreased as changes in the former parameters depend on the last one.

In an uncertain environment the trajectory of the robot is very difficult to predict and control because the deviation from the planned path is weakly correlated to the accuracy of the world-model.

Optimal (shortest) path planning is not a relevant problem in partially unknown environments. The behaviour of the robot is influenced by the knowledge it has about the environment but does not depend on the path planning strategy. In order to increase the reliability of mobile robot applications, much more attention should be paid on modelling the environment and its changes than an optimisation of path planning algorithms.

Gaining as accurate as possible knowledge about the surrounding is not necessary beneficial if the mission time is limited in a large hazardous environment. Mission-oriented exploration heuristics could be considered in mobile robot applications that are time-critical, where the robot is operating in a large unknown environment and when this environment is dangerous.
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