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ABSTRACT 
 
 Growing advances in Wireless Sensor Networks (WSN) have provoked a great interest among researchers. WSN offers a wide 
range of applications, in which localization capabilities play essential roles. There are some algorithms, proposed to tackle the 
problem of positioning. A major factor, affecting the accuracy of such algorithms, is the anchor placement. In this paper, several 
anchor placement scenarios are examined and their performances are compared, in conjunction with a few distributed positioning 
algorithms. Simulation results indicate that increasing the number of anchors in a network and/or the radio range of the sensors, 
does not necessarily results in better positioning accuracy of the network. Instead, the radio range of sensors and the number of 
deployed anchors in a specific topology must be selected optimally. In addition, some types of anchor placement such as cross 
form, lead to acceptable accuracy since some types of anchor placement such as circular placement do not have the potential for 
good accuracy.         
Keywords: Wireles Sensor network; Positioning; anchor placement; Raidio range, Dv Hop, Dv Dis, Bounding Box, 

Multilateration, Mass Spring. 
   

I. INTRODUCTION 
 
A WSN is composed of several sensor nodes [1]. Each node has the ability of sensing, computing, and communicating with 

neighboring nodes. Due to its versatility and low costs, the WSN has been widely used in many applications, such as habitat 
monitoring, health care, environmental, and forecasting. Localization capabilities are essential in most WSN applications. However, 
precise location information may be unavailable due to the constraints in energy, computation, or terrain [2]. Positioning techniques 
are used to estimate the location of the nodes. To achieve this, a priori knowledge about the position of some sensors, anchors, is 
required [3]. The location of the anchors can be obtained, using a global positioning system (GPS), or by installing them at points 
with known coordinates. 

Most localization algorithms usually adopt one or more anchor deployment strategies [4]-[6]. However, a thorough study of the 
relationship, between the anchor placement and localization performance, has not yet been attempted. For a square network, it has 
been suggested that the four corners of the square are the best anchor positions [6]. Also, a specialized circular anchor placement 
scheme is presented in [7]. The most important difference of this paper with the previously published work is the 
comprehensiveness of this paper. In the previous work, only the proposed anchor placement methods are tested individually and no 
comparisons with various placement strategies are made. Different positioning algorithms are considered in this paper and it is 
found that some topologies lead to better positioning accuracy if specific positioning algorithms are used.     

The goal of this paper is to evaluate anchor placement topologies that lead to appropriate positioning accuracy with minimum 
number of deployed anchors. Therefore, the contribution of this work is:  1) a rigorous investigation of several anchor placement 
strategies is presented. 2)Comparisons are made, with respect to the localization accuracy and network coverage 3) the combination 
of some localization methods is considered and a wide range of scenarios are deployed 4) the best radio range which results in a 
minimum positioning error is presented for each anchor placement scenario 5) some of the best topologies and positioning method 
are discussed.   

The rest of the present paper is organized as follows. Section II provides a brief review of positioning algorithms. Sections III 
and IV present the methodology and simulation results, respectively and, finally, the conclusions are made in Section V. 

 
II. POSITIONING ALGORITHMS 

      
Localization can be performed in distributed or centralized manners. In a distributed localization, each node is required to locate 

itself using information available to it. Depending on the network topology and structure, each node may have some information 
about its neighbors. This information can be the distance to them, and their position. The positioning algorithms consist of three 
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steps: a) Finding neighbors and calculating the distance between nodes and anchors, b) Calculation of unknown positions, and c) 
Refinement of new positions [12]. 

A. Step 1: 
In the first step, anchors send their positions to their one-hop neighbors (nodes in their radio range), and then calculate the 

distance to them. This information is flooded in the network using one of the following methods: 
1) DV-Hop Propagation Method  

The method is performed in two flood waves [8]. During the first wave, the anchors send their identifications (IDs) and 
positions to their neighbors, which are in their radio range. Then, they will send this information to all their one-hop neighbors, 
incrementing the hop count by one. When a node receives information from an anchor, whose ID is unknown to it, it stores this 
information in its memory and forwards it to its one-hop neighbors, again by incrementing the hop count. When a node receives 
information regarding an anchor, whose ID is known, it only updates the corresponding hop count and forwards it to its one-hop 
neighbors when the newly received hop count is smaller than the one in its memory. The nodes continue exchanging information 
until a predefined ‘flood limit’ has been reached. At the end of this procedure, each node knows the positions of - and its hop count 
distance to - at least ‘flood limit' anchors. Note that this will also be the case DV-Hop for the anchors that are responsible for 
generating a second flood wave giving estimations of the average hop distance. When an anchor i receives the position and hop 
count distance of another anchor j, it updates its estimation of the average one hop distance ci, by computing the sum of its 
Euclidean distances to all known anchors divided by the sum of all the hop counts to these anchors (hi): 

 푐 = 	
∑

∑ 	푖 ≠ 푗 

2) DV-Distance Propagation Method 
The method is similar to the DV-Hop propagation [6]. Each anchor initiates a flood, by sending its position to its one-hop 

neighbors. An initial distance estimate of zero is chosen and updated through future propagations. The receiving nodes increase the 
distance measure with an estimation of their distance to the transmitting node, and send the new distance to all their one-hop 
neighbors. This procedure continues until no more messages are generated or a predefined ‘flood limit’ is reached. At the end of 
this flooding, each node knows the position of at least ‘flood limit' anchors and has an estimation of its distance (shortest path) to 
them.  

B. Step 2: 
In the second phase nodes determine their position based on the distance estimates to a number of anchors provided by Step1. 

Two positioning approaches are: 
1) Multi_Lateration Method 

This method is a form of triangulation [10]. From the estimated distances 푑  and known positions (푥 ,푦 	) of the anchors, the 
method leads to solving a linear equation:  

 푥 = (퐴 퐴) 퐴 푏 
where: 

 퐴 =

⎣
⎢
⎢
⎢
⎡

2(푥 − 푥 ) 2(푦 − 푦 )

⋮ ⋮

2(푥 − 푥 ) 2(푦 − 푦 )⎦
⎥
⎥
⎥
⎤
 



 푏 =

⎣
⎢
⎢
⎢
⎡ 푥 −	푥 + 푦 − 푦 + 푑 − 푑

⋮

푥 −	푥 + 푦 − 푦 + 푑 − 푑 ⎦
⎥
⎥
⎥
⎤

 

and 	푥	 is the location estimation . 
 

2) Bounding Box (min-max) Method : 
The main idea is to construct a bounding box for each anchor using its position and distance estimate, and then to determine the 

intersection of these boxes. The position of the node is set to the center of the intersection box. Note that the estimated position by 
Min-max is close to the true position computed through lateration (i.e. the intersection of the three circles) [12]. The bounding box 
of anchor ‘a’ is created by adding and subtracting the estimated distance 푑  from the anchor position(푥 ,푦 ): 

 

 [푥 − 푑 	,푦 − 푑 	] × [푥 + 푑 	 ,푦 + 푑 	] 


The intersection of the bounding boxes is computed by taking the maximum of all the coordinate minimums and the minimum 
of all maximums: 
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[Max	(푥 − 푑 	), max	(푦 − 푑 	)] × [min	(푥 + 푑 	), min	(푦 + 푑 	)] 
The final position is set to the average of both corner coordinates.  
C. Step 3: 
The objective of the third phase is to refine the (initial) node positions computed during Step2. These positions are not very 

accurate, even under good conditions (high connectivity, small range errors), because not all available information from previous 
phases is error free. 

III. METHODOLOGY 
 
In this paper, localization process is done as follow. 

1. As the first step, each node starts finding its neighbor and computing distance to anchors using DV-Hop or DV-
Distance method as described, previously. 

2. Then, the nodes, which have more than three anchors in their neighborhood, estimate their coordinates using the 
Bounding Box or Multi-lateration method. Therefore, four different positioning algorithms, DV-Hop/Bonding Box, 
DV-Hop/Multi-lateration, DV-Distance/Bounding Box, and DV-Distance/Multi-lateration are considered. 

3. Finally, positions obtained at the previous step, are refined, using the refinement method, similar to the mass spring 
approach [7]. 

 In the refinement stage, the nodes, which have successfully found their positions, measure their new distance from their 
neighboring anchors(푑푖푠푡 ). The absolute difference between the measured distance and the estimated distance, resulting from the 
first step (DV-hop or DV-distance), is calculated. Finally, nodes change their position towards the neighboring anchor, which has 
the largest absolute difference amongst all neighboring anchors. In order to find the direction of a neighboring anchor, each node 
computes the angle 휙 as below: 

 휙 = tan ( )
( )

 

 
where, (푥 ,푦 ) is the coordinate of the anchor with the largest absolute difference and (푥 ,푦 ) is the estimated 
position of the unknown node. The refined coordinate (푥 ,푦 ) is computed as: 
 

푥 	= 	 푥 + 	(훼 × 	푑푖푠푡_푒 × 푐표푠(휙)) 
 푦 	= 	 푦 + 	 훼 × 	푑푖푠푡 × 푐표푠(휙) (8) 

 
where α is the step of refinement, set as 0.1, and  푑푖푠푡_푒  is the maximum difference. For clarification, the flowchart of the 
refinement step is illustrated in Fig. 1. 

 
 

Figure 1.  Flowchart of the refinement step 
 
In order to measure the performance of these algorithms, the position error and coverage of the network are defined. The 

positioning error is the mean difference of the estimated and actual coordinates of the nodes, based on the Euclidean norm [10]. The 
Position Error (PE) is calculated as follows: 

 푃퐸 = 	 | |
∑ ∥ 푥 − 푥 ∥∈  

(푥 ,	푦 ) 

Calculating the absolute difference between the measured 
distance and the estimated distance, the coordinate of the anchor 
with the largest absolute difference would be (푥 ,푦 ) 

Calculating 휙 (7) 

Calculating (푥 ,	푦 ) (8)  

(푥 ,푦 ) →(푥 ,	푦 ) 
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where U denotes the set of nodes with unknown position and 푥 ,푥	  are the estimated and actual positions, respectively. 
When the position error of an unknown node, lets say node i,  푒푟푟표푟	 = 	 (	푥 – 	푥	 ) is larger than R, that node is defined as 

'un-localized'. In this case, the algorithm has failed to produce a useful estimate of the node position. To measure the performance 
of the algorithms, in regards with this phenomenon, the Coverage is defined, as the percentage of the unknown nodes, which the 
algorithm positioned successfully, with an error smaller than R. 

  
 푐표푣푒푟푎푔푒 = 	 |푃|

|푈| 

where,  
 푃 = {푖 ∈ 푈 ∶ 	 푥 – 	푥	 ≤ 푅} 

 
In order to increase the coverage, the localization procedure is repeated, in a few iterations. After the first iteration, the newly 

localized nodes will be used as anchors. This procedure continues until all the nodes are localized, or no more nodes can be 
localized, using the method. Any positioning errors, especially in the primary iterations, contribute to the phenomenon of error 
propagation. Therefore, it is expected that for a large number of iterations, the propagated error significantly render the 
performance.  

IV. SIMULATION RESULTS 
 
The simulation consists of 100 nodes deployed in an area of  100 × 100 푚 . For simplicity, a 2-D space is assumed. Some 

nodes have predefined positions, known as anchors. The rest are randomly, and uniformly, distributed in the area. The positioning 
algorithm is to estimate the location of the randomly distributed nodes. It is also assumed that the nodes can estimate their distances 
to their neighbors, with an error which has a normal distribution, as 퐸푟푟표푟~푁(0,0.05) [11]. The radio range of the nodes changes 
from 1 to 100m, with the incremental steps of 1m. The simulation is run for 100 times, for each scenario, as follows. 

Several anchor placement strategies, with different number of anchors, are studied. The arrangements include all-around, cross 
(×), plus (+), V-, U-, and M- shapes. The results of the most accurate schemes are presented. The algorithms are studied in two 
groups. The first group uses a single iteration, while the second group uses more. In each topology, anchors are placed in a 
symmetrical manner, as the nodes are uniformly distributed in the area. The networks, which use several iterations, involve higher 
computational complexities, and suffer larger error propagation. Through experiment it was observed that four iterations are 
sufficient to achieve acceptable accuracy and coverage, therefore, the second-group algorithms are set to use 4 iterations. 

Fig. 2 illustrates a typical topology in which 17 anchors are deployed in a cross (×)	form. For the scenario, the simulation 
results, indicated in Table I, present the range, in which, the coverage is more than 98%, and the PE of that range. The table also 
shows the optimum range, which has the minimum PE. Using Table I, it is observed that the minimum PE is obtained when a 
single-iteration DV-hop/Multi-lateration is used. The minimum error is achieves in the range of 68m. Similar producers, for a large 
number of scenarios, are tested and the ones with the best performance are shown in Table II. 

Considering Table I, the coverage of the iterative algorithm reaches one for small ranges, as expected. The optimum range is 
chosen amongst the ranges in which the coverage is one. Smaller radio ranges may lead to smaller positioning error, however, some 
nodes will remain undetermined. The results of Table II suggest that the DV-Distance/Bonding-Box combination is best in terms of 
accuracy, in most topologies. Moreover, it is observed that using larger iterations, better accuracy is achieved, in most cases. In the 
no-iteration schemes with small errors, the radio range of the nodes is required to be extremely high. This increases the 
implementation cost. Therefore, in each anchor placement scheme there is a tradeoff between the accuracy, complexity, and the 
cost of the network. 

 
V. CONCLUSIONS 

 
In this paper, a rigorous evaluation of several anchor placement scenarios, in conjunction with a few distributed positioning 

algorithms, is presented. Positioning algorithms are done in three phases of data propagating, finding the first step position, and the 
refinement of the positions. For the first phase DV-dis and DV-hop methods are used and for the second phase, the multilateration 
and bounding box methods are used. For the refinement step, an algorithm is proposed which is based on the mass spring method. 
The best radio range which results in a minimum positioning error is calculated for each anchor placement scenario. The results 
illustrate the essential role of the anchor placement in the performance of the positioning algorithms. It is found that the DV-
distance/Bounding Box algorithm achieves the best accuracy, amongst four investigated algorithms. Although, single-iteration 
algorithms involve lower computational complexity, it is found that significantly better coverage and accuracy are achieved, using 
larger iterations. 
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Figure 2.  Seventeen anchors are deployed in a cross (×)	form.             

 
TABLE I.  SIMULATION RESULTS FOR THE 17 ANCHOR SCENARIO, DEPLOYED IN A CROSS (×)	FORM  

Iteration Positioning Algorithm Range(coverage ≈ 1) 
(meters) 

PE for 
Range(coverage≈1) 

Optimum range 
(meters) 

Minimum PE 

No DV-Hop/ Bounding Box 68 3.997 70 3.786 
DV-Hop/Multi-lateration 65 0.5267 68 0.1 

DV-Distance/ Bounding Box 61 4.034 72 3.346 
DV- Distance /Multi-lateration 71 4.351 83 3.584 

Yes DV-Hop/ Bounding Box 28 1.705 29 0.7346 
DV-Hop/Multi-lateration 58 0.3727 66 0.1651 

DV- Distance / Bounding Box 30 1.509 41 0.2628 
DV- Distance /Multi-lateration 44 0.2101 62 0.1843 

 
TABLE II.  OPTIMUM CASES FOR DIFFERENT SCENARIOS 

Anchor Placement Scenario Optimum Positioning Algorithm Iteration Optimum 
Range(meters) 

Optimum PE 

8 around and 1 in the middle DV- Distance / Bounding Box Yes 41 0.598 
16 around and 1 in the middle DV- Distance / Bounding Box Yes 37 0.341 

9 in Cross(×) form DV- Distance / Bounding Box Yes 54 0.3038 
17 in Cross(×) form DV-Hop/Multi-lateration No 68 0.0978 

9 in Plus(+) form DV- Distance / Bounding Box Yes 42 0.4197 
9 in Plus(+) form and 4 in the corners DV-Hop/ Bounding Box No 83 0.5138 

17 in Plus(+) form and 4 in the corners DV- Distance / Bounding Box Yes 41 0.1259 
11 in U form DV- Distance / Bounding Box Yes 50 0.3562 
19 in U form DV- Distance / Bounding Box Yes 34 0.416 
17 in M form DV- Distance / Bounding Box Yes 40 0.7017 
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