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ABSTRACT 

It has been widely accepted that numerous different factors can affect the choice of route by road users. 
Therefore, recognizing the most important parameters with respect to existing relationships between them plays 
a key role in future modeling. In this study, a new mathematical approach known as Rough Sets Theory, is used 
as a powerful data mining tool to determine and evaluate the effects of different parameters on route choices by 
road users. Consequently, a group of set(s) of most important parameters is identified by applying Rough Sets 
Theory so that this set(s) is successful in detailing and predicting the choice behaviors of road users. The set of 
the most affecting parameters is then identified by applying a Regression analysis in order to evaluate the 
obtained results. A comparison is then conducted between the two results. This comparison indicates that Rough 
Sets approach is efficient and accurate enough in predicting trip assignment process and is expected to provide 
reliable outcomes. 
KEYWORDS: Trip assignment; Rough Sets Theory; Regression analysis; Affecting parameters, Choice pattern 
 

1. INTRODUCTION 
 
The selection of routes by road users, better known as Trip Assignment (TA), is the final step of the four-

step traditional travel demand forecasting process and its complement plays a major role in transportation 
studies. In order to predict this process and assign traffic load to network lines, a variety of models have been 
presented. All of these models are a combination of affecting parameters but, due to their theoretical foundation, 
most of them cannot take into account qualitative parameters in addition to quantitative ones in the method of 
route choice by road users. This deficiency can be ascribed to a lack of proper tools for investigating qualitative 
and quantitative parameters, or for identifying the most important parameters affecting the process of trip 
assignment for future modeling. 

As we know, the impact of mathematics on each aspect of life and science can lead to enormous and 
fundamental changes in that aspect. Therefore, making use of such documentary and logical theoretical concepts 
can eliminate imperfections inherent in other branches of science. Accordingly, transportation planning and in 
particular trip assignment as a domain of science is not an exception. Therefore, a new generation of trip 
assignment models using concepts such as Artificial Neural Network (ANN), Genetic Algorithm (GA) and 
Fuzzy Logic (FL) are being explored.  

Rough Sets Theory was first proposed by Z. Pawlak in 1982, and can accommodate the vagueness and 
uncertainty inherent in decision-making. Since 1982, this theory has been developed and used in many domains 
such as seismology and earthquake studies [1], network intrusion detection systems [2], workflow management 
[3] and in illustrating the relationships between human psychological and physiological states [4]. 

In this paper, Rough Sets Theory is used to analyze the decision table composed of attributes recognized as 
affecting parameters on the choice behavior of road users in order to use these parameters in the future traffic 
planning and management, as these parameters are not discernible using many current and classic mathematical 
concepts. The paper is structured as follows; a brief review of trip assignment and modern modeling of this 
procedure is provided in section 2; in section 3, Rough Sets Theory is introduced and its main concepts are 
discussed; section 4 is allotted to analyzing the provided data using Rough Sets Theory; another analysis using 
Regression method is implemented in section 5, and in section 6, a comparison between results obtained from 
both analyses is offered and results are compared and discussed. Conclusions based on the aforementioned 
analyses are given at the end of the paper. 

 
2. Trip Assignment 

The goal of trip assignment models is to estimate how traffic load goes through the links in a traffic 
network, each link in a traffic network corresponding to a section, road or a collection of roads, and the 
associated effects of traffic on the network and vice versa. There are a number of criteria that can measure these 
effects; some of these are travel time, environmental conditions and distances travelled. Therefore, there has 
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always been a need for considering all these parameters in order to estimate the amount of traffic that has been 
assigned to a link. 

Early models used simple concepts to obtain reasonable link flows but, due to this simplicity, they usually 
could not take into account complicated parameters. Models based on Wardrop’s principles and deterministic 
techniques lie in this class. But with the arrival of new and flexible mathematical concepts, models changed 
greatly and could accommodate both simple and complex parameters. Fuzzy Logic (FL), Artificial Neural 
Network (ANN) and Genetic Algorithm (GA) are examples of these concepts. 

Shafahi and Ramezani [5] proposed a new assignment model using Fuzzy Set theory. This model had more 
flexibility with relation to driver behavior characteristics. They demonstrated that the results from their model 
are the same as UE (User Equilibrium) results when they include risk-neutral motorists and/or deterministic 
travel time. In addition to this, they could derive a mathematical fuzzy user equilibrium condition. 

Varia and Dhingra [6] tried to formulate a dynamic system-optimal traffic assignment model for a congested 
urban road network with a number of signalized intersections. In order to do that, they employed a simulation-
based approach for the case of multiple-origin-multiple-destination traffic flows. Genetic Algorithm technique 
was used to minimize the overall travel cost in the network with fixed signal timings and optimization of signal 
timings. Validation was provided by applying the proposed method to the sample network. They concluded that 
the GA method allows the relaxation of many assumptions, so that it simplifies modelling whilst increasing 
accuracy. 
 
3. Rough Sets Theory 

Rough Sets Theory [7] is a recently proposed and powerful mathematical tool that can be applied to a wide 
range of sciences in order to analyze vague, uncertain and imprecise information [8]. The philosophy and 
concept of this theory is founded on the assumption that every object in the universe of discourse is connected to 
some information [9]. For example, if objects are assets listed on a market, the information about the assets is 
composed of their price behavior and economic characteristics [10]. Objects characterized by the same 
information are indiscernible in view of the available information about them. The indiscernibility relation 
generated in this way is the mathematical basis for Rough Sets Theory [11,12]. 

Rough Sets Theory has some advantages over other similar theories [13,14]. For example, it does not need any 
external information and is based solely on original data. Using this theory, it is possible to analyze qualitative 
attributes in addition to quantitative ones. Another advantage is that its results are easily understandable even by 
non-experts. Discovery of dependencies (full or partial) between attributes, removal of redundant data not required 
for analysis and generating decision rules are also other advantages of this theory [15].  

Since it was first set down by Pawlak in 1982, this theory has been well studied by many researchers and 
has made great progress. Some of its progressive applications include; presenting a new approach to Rough Set 
Theory in pavement rehabilitation and maintenance decision support systems [16]; assessing the factors that 
influence the sensitivity of travellers to public transport travel costs in Europe, by carrying out a comparative 
analysis of elasticity values of transport demand resulting from studies in various countries [17]; reducing the 
size of the original pavement database in terms of attributes and rows using Rough Sets Theory and using this 
reduced table as an input into the neural network [18]. 

In order to become familiar with some principles of this theory, the basic concepts are introduced in this 
section. For further information and detailed review on Rough Sets Theory, all researchers and readers can refer 
to Pawlak [8] and Hampton [19]. 
 
3.1. Information systems 

Information systems (attribute-value systems) are structures that record human knowledge on the basis of 
experiences and are used to represent knowledge in Rough Sets Theory. The concept of an information system 
has been first formulated by Pawlak [8] and after that it has been developed by many researchers such as Yasdi 
[20], Hampton [21,22] and Komorowski et al. [23]. 
An Information system ),V,U,(S qq f  consists of: 

U − a nonempty, finite set called the universe; 
 − a nonempty, finite set of attributes; 

DC  , in which C  is a finite set of condition attributes and D  is a finite set of decision attributes; 
For each q , Vq is called the domain of q ; 

qf − an information function qVUf :q . 
Objects can be interpreted as cases, states, processes, patients and observations. Attributes can be interpreted 

as features, variables and characteristic conditions. A special case of information system called a decision table 
or attribute-value table is applied in the following analysis. In a decision table, the rows and columns correspond 
to objects and attributes, respectively [24, 25, 26]. 
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3.2. Lower and upper approximation 

Due to the imprecision which exists in real world data, there are always conflicting objects contained in a 
decision table. Here conflicting objects refer to the two or more objects that are indiscernible by employing any 
set of condition attributes, but they belong to different decision classes. Such objects are called inconsistent, and 
this decision table is called an inconsistent decision table [10]. In Rough Sets Theory, the approximations of sets 
are introduced to deal with inconsistency. If ),V,U,(S qq f  is a decision table, B  and UX  , 

then the B-lower and B-upper approximations of X are defined, respectively, as follows: 
 

  XYBINDUYXB  :/  

   XYBINDUYXB :/  
 

where  BINDU /  denotes the family of all equivalence classes of B (classification of U); and  BIND , 
called the B-indiscernibility relation, is defined as follows: 
 

        yaxaBaeveryforUyxBIND  ,:, 2  
 

The set   XBXBXBN B  is called the B-boundary of X. XB is the set of all elements of U which 

can be certainly classified as elements of X, employing the set of attributes B. XB  is the set of elements of U 
which can be possibly classified as elements of X using the set of attributes B. 
 
3.3. Quality of approximation 

Inexactness of a set (category) is due to the existence of a boundary region. There are two measures to 
describe inexactness of approximation classifications. The first measure is the accuracy of approximation of   
by B. It expresses the possible correct decisions when classifying objects employing the attribute B. This 
measure can be formulated as follows: 

   
 


i

i
B XBcard

XBcard
X  

The second measure to describe this inexactness is called the quality of approximation of   by B. It 
expresses the percentage of objects, which can be correctly classified into class   employing the attribute B: 

   
 Ucard

XBcard i
B

  

If   1B , then the decision table is consistent, otherwise, it is inconsistent [10]. 
 
3.4. Reducts and core 

One of the key problems and fundamental concepts in Rough Sets Theory is computation of reducts and 
core. The reduct sets are the subsets of condition attributes that are sufficient to describe the decision attributes 
and provide the same quality of approximation as the original set of attributes. The so-called core is the 
intersection of all possible reducts so can be found in all reduct sets. These two concepts can be described and 
formulated as below: 

 The B-reduct of  , represented by RED(B), is the smallest subset of  , which offers the same quality of 
approximation as the set of whole attributes  [10]. In a given data set, more than one reduct set can be found [17] 
so that it make it possible to analyze the information table by using any one of these reduced sets of attributes. 

 The B-core of  , represented by CORE(B), is the essential part of  , which cannot be eliminated 
without disturbing the ability to classify objects into elementary classes of B [10]. The core is the set of all 
attributes indispensable in   that contains all the attributes from B which are considered of greatest importance 
in the information table. On the other hand, each of the attributes not belonging to the core may be neglected 
without deteriorating the quality of the classification considered, but if any of attributes belonging to the core are 
eliminated from the information table, it will not be possible to obtain the highest quality of approximation with 
the remaining attributes [17]. 
 
4. Rough Sets Analysis 

As mentioned above, Rough Sets Theory is primarily a classification method devised for non-stochastic 
information. This also means that ordinal or categorical information (including dummies) may be taken into 
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consideration. This makes Rough Sets analysis particularly useful as a meta-analytical tool in the case of 
incomplete, imprecise, or fuzzy information [27]. Following results can be expected from the Rough Sets 
analysis: 

 evaluation of the relevance of particular condition attributes; 
 providing the smallest subsets of attributes offering the same quality of approximation as the whole set of 

attributes (i.e., reducts of the set of attributes); 
 intersection of those reduced sets called core that cannot be eliminated without disturbing the quality of 

approximation of the set of attributes; and  
 elimination of irrelevant attributes [17]. 
In this section, all the parameters (condition attributes) affecting the trip assignment process and choice of 

routes by road users (decision attributes) will be identified and then adapted to local conditions. After that, 
discretization is used to change these continuous attributes into ordered discretized ones. In the next step, these 
attributes will be analyzed by means of Rough Sets Theory and reducts and core will be derived as the result of 
analysis. Finally, the obtained results are validated using Linear Regression methods. In Figure 1, all these steps 
can be found as a conceptual diagram. 

 

 
 

Figure 1. Conceptual Diagram of Methodology 
 
4.1 Determination of attributes 

Before using Rough Sets Theory, all attributes (including both decision and condition attributes) must be 
determined in order to compose the decision table. This process is called Pre-collection Activity and is one of the 
most crucial steps prior to any data collection. In this research, we recognized 13 condition attributes which 
could affect choice of route by road users in the city of Semnan. These attributes are shown in Table 2.  

As it can be seen, the decision attribute is the dependent parameter and actually is the choice behavior of road 
users in a distinct area. Semnan CBD is chosen as this Distinct Area (Figure 2) and necessary data will be 
gathered through interviews with individuals or small groups of people. On the other hand, condition attributes 
are independent variables that affect dependent variables.  

 
Figure 2. Semnan CBD (study area) and its subdivision 
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Each of these condition attributes has its own description. Needed maneuvers can be interpreted as the 

quantity of necessary changes in direction of a moving vehicle. So it is more dependent on geometric design of 
the route and traffic conditions. Accordingly, this parameter cannot be taken into account when trips are being 
undertaken on foot.  

Reliability as a factor in travel has been getting more attention, as can be seen by the increasing number of 
studies being done in this area. There are different types of reliability that transportation studies have mentioned: 
connectivity reliability, travel time reliability and capacity reliability [28,29]. From these three concepts, we will 
focus on travel time reliability. From a road user’s point of view, travel time reliability is related to the variability in 
experienced travel time. This means that the increased variability of travel time makes scheduling difficult and 
brings the possibilities of early and late arrival, introducing risk in the decision-making process [30]. 

There were a few other affecting attributes (in addition to these thirteen condition attributes) such as length 
of grades and surrounding view of route, but they were excluded for certain factors. As for length of grades, 
since truck speed reduction on an ascending grade is the most important factor in geometric design [31] and 
therefore affects route choice. As no trucks were allowed to enter the studied area, this attribute was excluded. 
Concerning surrounding views, since the whole studied area was located in the residential and commercial 
district, there was no discernible major variance in views and perspectives and therefore this attribute was also 
ignored. This parameter can be studied where there are two or more alternative links that connect two certain 
points to each other and all of these links are going through different environments. 
 
4.2 Discretization of attributes 

Having established the attributes, the essential problem now is how to convert these continuous attributes 
into discretized ones, because the Rough Sets Theory cannot be used to handle continuous attributes, which is a 
disadvantage of this method. It means that these attributes must first be converted into categorical data by means 
of an adequate codification. 

In most cases, boundary values to divide these attributes into disjoint intervals corresponding to different 
states are selected by the judgments of the researcher, depending on his/her experience, reasoning and 
perception. In the case of inexperience in the required field, some other discretization methods must be applied. 
There are various discretization methods that can be used, such as equal-width-intervals, equal-frequency-
intervals [32], Minimal Entropy Method [33] and fuzzy discretization approaches [34,35]. 

When the subintervals for the discretization are specified by a domain expert using his/her judgement, or 
using norms established in the subject domain, they are called ‘expert discretizations’. On the other hand, when 
they are defined automatically, they are called ‘automatic discretizations’ [36]. 

As a result of discretization, the precision of the original data will be decreased but its generality will be 
increased [10]. In one research project, Guan et al. [37], instead of utilizing discretization methods, established a 
tolerance Rough Sets model based on similarity of different objects, which was used to compute optimal decision 
rules and reduce continuous valued decision information systems. This approach could prevent the loss of 
information, and effectively revealed the knowledge hidden in continuous valued decision information systems. 

In this paper, the authors will try to discretize continuous attributes mostly using perception and experiments 
based on logical reasoning. For example, dividing the distinct area into subareas and harmonic regions is done 
using some theoretical concepts such as land use and areal extent of the subareas. These subdivisions are shown 
in Figure 1. Movement velocity in routes as a continuous attribute is discretized using experimentation and logic. 
Since average walking speed in traffic studies usually counts as 5 km/h, so the first interval we defined is 0-5 
km/h. Other intervals are calculated by using local surveys and speed limits on the routes of the studied area. 
Trip time, trip costs, number of signalized intersections and a few other attributes have been discretized by the 
same approach. The basic criterion for discretization of trip mode was mode availability in the studied area. 

These classification exercises resulted in a decision table, in which all objects are subdivided into distinct 
categories for each relevant attribute, and for each of these categories a number has been assigned. The 
categories used and their related numbers are listed in Tables 1 and 2. We can substitute these associated codes 
for each investigated attribute to provide the information table in the next step. 

 
4.3 Analysis using Rough Sets Theory 

After the pre-collection activities are fully completed (determination and discretization of decision and 
condition attributes), data and information about these parameters must be collected. There are many methods of 
collecting primary data about a specific subject, such as questionnaires, interviews, observations, portfolios etc. 
[38]. Due to the innovative nature of the research and its subject area, and consequently a lack of available data 
about it from related organizations, its authors attempted to collect necessary information using questionnaires 
and interviews. Concerning the population of Semnan (about 190,000 people in 2010, when this survey was 
implemented), with a 95% confidence level and accepting a margin of error (degree of accuracy) of plus or 
minus 5 percent, it was necessary to have a sample size of 384 questionnaires. In order to do this, 500 
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participants were asked to choose the category of each attribute which has the most impact on their attitude 
toward choosing routes. 

Collecting of data required information, so that we could establish an information system. As previously 
stated, the information system is an information table in which each row indicates one of the samples that has 
been studied, each column showing one of the evaluated attributes in a categorized form. The last column 
implies the decision parameter. A portion of coded information table is shown in Table 3. 

 
Table 1. Categorization of investigated decision attribute 

Level Level 
1  Trip is done in Region No.1 
2   Trip is done in Region No.2 
3   Trip is done in Region No.3 
4   Trip is done in Regions No.1 and 2 

5   Trip is done in Regions No.2 and 3 
6   Trip is done in Regions No.1 and 3 
7   Trip is done in Regions No.1 and 2 and 3 

 
Table 2. Categorization of investigated condition attributes 

Route Length (LEN) 
1 Shorter than 1.5 km 
2 1.5 to 3 km 
3 3 to 4.5 km 
4 Longer than 4.5 km 

Route Queue (QUE) 
1 High 
2 Medium 
3 Low 
4 No effect 

Trip Costs (fare, toll, etc.) (CST) 
1 0 dollar 
2 Less than 0.5 dollar 
3 0.5 to 1 dollar 
4 More than 1 dollar 

Pavement Condition and Quality (PAV) 
1 High-quality pavement 
2 Medium-quality pavement 
3 Low-quality pavement 
4 No effect 

Trip Time (TIM) 
1 Less than 5 minutes 
2 5 to 15 minutes 
3 15 to 25 minutes 
4 More than 25 minutes 

Needed Maneuvers of Route (MAN) 
1 High 
2 Medium 
3 Low 
4 No effect 

Trip Mode (MOD) 
1 Walk 
2 Bus 
3 Taxi 
4 Private car 

Number of Crossed Signalized Intersections (NSI) 
1 0 
2 1 
3 2 
4 More than 2 

Route Velocity (VEL) 
1 Less than 5 km/h 
2 5 to 30 km/h 
3 30 to 50 km/h 
4 More than 50 km/h 

Route Reliability (REL) 
1 High 
2 Medium 
3 Low 
4 No effect 

Traffic Congestion (CON) 
1 High 
2 Medium 
3 Low 
4 No effect 

Route Accustomization (ACC) 
1 High 
2 Medium 
3 Low 
4 No effect 

Number of Vehicle Changes (NVC) 
1 0 time 
2 1 time 
3 More than 1 time 

 

 
Applying Rough Sets analysis to this data results in many outputs being be obtained; among them the three 

most important results with regard to this research are reducts, core and accuracy and quality of approximation. 
1) The reducts are combinations of condition attributes (independent variables) that can appropriately 

explain the decision attribute (dependent variable), without needing any other explanatory attributes. Although 
the most accurate set of attributes is the set that includes all affecting parameters, these sets can describe the 
decision attribute with a high level of acceptable accuracy and quality of approximation. These reducts are 
shown in Table 4. In this research, 5 reducts have been derived from the information table. 

2) The core is the combination of attributes in the information system that is present and common among all 
the reducts. These attributes are so important in an information system that without them it is impossible to attain 
the highest quality of approximation with the remaining attributes. In this research, as Table 4 exhibits, these 
attributes are Route Length, Trip Time and Pavement Condition and Quality. Route Length, Trip Time and Trip 
Cost are the three criteria that have been determined as the most important factors influencing trip assignment in 
transportation studies. Accordingly, many conventional trip assignment models have tried minimizing (or 
optimizing) one or more of these factors as their policy. The inclusion of these Route Length and Trip Time as 
core can strengthen our results and show that in the majority of road users’ opinion, time and length of route are 
determinative. 
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Table 3. A portion of coded information 
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1 2 1 2 1 1 4 1 4 4 4 2 2 1 2 
2 3 2 3 3 3 2 1 3 2 2 3 1 1 4 
3 3 3 2 3 3 3 1 3 2 3 4 2 1 5 
4 2 3 3 3 3 1 2 2 1 2 3 1 2 5 
5 1 2 2 2 2 1 1 1 2 1 3 2 1 3 
6 4 4 4 3 4 2 3 4 1 2 4 1 3 6 
7 2 2 2 2 2 2 1 2 2 1 3 2 2 4 
8 3 4 3 4 4 2 1 2 1 2 4 3 1 5 
9 4 3 2 3 2 3 1 3 3 2 4 3 2 7 

10 4 4 2 4 4 3 1 2 4 4 4 3 2 6 
11 1 2 1 2 2 3 1 4 4 3 4 2 1 1 
12 2 2 3 4 2 2 1 2 4 2 1 1 4 5 
13 3 3 3 3 3 4 2 4 3 2 3 2 1 4 
14 1 1 2 1 1 4 1 4 4 4 2 4 2 2 
15 3 3 2 3 3 2 1 3 3 2 3 1 2 4 

 
Table 4. Reducts and Core 

Reducts 
 Set no. 1 {LEN,TIM,CON,PAV,ACC} 
 Set no. 2 {LEN,CST,TIM,NVC,PAV} 
 Set no. 3 {LEN,TIM,VEL,PAV,NSI} 
 Set no. 4 {LEN,TIM,MOD,QUE,PAV} 
 Set no. 5 {LEN,CST,TIM,PAV,MAN} 
Core {LEN,TIM,PAV} 

 
3) The accuracy and quality of approximations are also important results, and the values obtained are given 

in Table 5. For all classes of decision attribute, the accuracy is 1. Moreover, the accuracy and quality of 
approximation are equal to 1, which is the maximum possible value which can be obtained. This means that 
based on the attributes defined in the information table and studied in this research, the choice of route by road 
users (decision attribute) can be confidently estimated. 
 

Table 5. Accuracy and quality of the classification of trip assignment levels 
Trip assignment level Accuracy 

1 1 
2 1 
3 1 
4 1 
5 1 
6 1 
7 1 

Accuracy of approximation:1 
Quality of approximation: 1 

 
5. Regression Analysis 

In this section, the authors attempt to determine the existing relationship between the decision and condition 
attributes using statistical methods, in this case using a Regression analysis. In general, Regression analysis in 
statistics is used to determine which independent variables are related to the dependent variable, and to explore 
the forms and level of these relationships. We must state that this is not a validation test, because several 
research projects have already demonstrated the accuracy of results that have been derived from Rough Sets 
Theory. 

Following this attempt, Multiple Linear Regression (MLR) can be applied to determine the set of condition 
attributes on which the decision attribute is mostly dependent. MLR is an analytical method widely used to 
understand the linear relationship between a dependent variable (also called predictand) and one or more 
independent variables (also called predictors). In other words it discovers which among the predictors are related 
to predictand and determines the forms of relationships that may exist. There are various techniques and criteria 
such as t-tests, adjusted R-square and the Akaike Information Criterion (AIC) [39] that can determine the choice 
of independent variables. Accepting R-square (R2, coefficient of determination) as our criterion and using 

10865 



Shafabakhsh et al., 2012 

stepwise regression, we found that Route Length, Trip Costs, Route Velocity and Pavement Condition and 
Quality are the most effective factors on road users’ choice behavior.  

The obtained results are shown in Table 6. It is observed that by adding and replacing other additional 
independent parameters to this set of attributes, slight changes occur to the value of R2. These changes are 
insignificant and can be neglected. In other words, these independent parameters have a high value of correlation 
with the dependent value, whilst not being highly dependent on each other. 

 
Table 6. Comparison between Rough Sets analysis and Regression analysis 

Algorithm R2 Accuracy of 
approximation 

Quality of 
approximation 

{LEN,TIM,CON,PAV,ACC}* 77.3 1 1 
{LEN,CST,TIM,NVC,PAV}* 79.4 1 1 
{LEN,TIM,VEL,PAV,NSI}* 78.6 1 1 

{LEN,TIM,MOD,QUE,PAV}* 79.1 1 1 
{LEN,CST,TIM,PAV,MAN}* 78.7 1 1 

{LEN,CST,VEL,PAV}** 81.4 0.67 0.81 
Note: 
*Algorithms resulted from Rough Sets analysis 
**Algorithm resulted from Regression analysis 

 
6. DISCUSSION OF RESULTS 

 
In previous sections, we attempted to identify the most important parameters affecting trip assignment 

process and choice behavior of road users among a set of all the affecting parameters. Applying Rough Sets 
analysis and Regression analysis, these necessary attributes were identified. The results of these investigations 
are listed in Table 6, where a set of attributes derived from both of the aforementioned analyses are recorded. 
These sets of attributes can also be called algorithms. Some of the identified attributes in these algorithms are 
those that play a key role in trip assignment models. 

As can be seen in Table 6, the difference between the R2 resulting from Rough Sets analysis and that from 
the Regression analysis is approximately less than 3 percent; this is insignificant and can be neglected (as we 
accepted R2 as our criterion to recognize affecting parameters in stepwise regression, it seems logical to have 
higher R2 value than that from the Rough Sets analysis). Referring to this comparison, it can be concluded that 
algorithms resulting from Rough Sets analysis enjoy an appropriate coefficient of determination (and also an 
appropriate correlation coefficient) in estimating the choice of road users. 

Other criteria that can be examined are accuracy and quality of approximation. Rough Sets Theory uses 
these criteria to determine the most affecting set of condition attributes. These values show how accurately and 
carefully the condition attributes can explain the decision attribute in the information system. This means the 
accuracy and quality of evaluated sets can be estimated by the aforementioned criteria. Therefore these values 
were calculated for all algorithms derived from both Regression and Rough Sets analyses. The results are shown 
in Table 6. Comparing values reveals that the algorithm obtained from stepwise regression has lesser values of 
accuracy and quality of approximation than those obtained from Rough Sets analysis. The difference between 
accuracy and quality of approximation in sets resulting from Rough Sets analysis and stepwise linear method are 
33% and 19% respectively, which shows a considerable difference between the results of the two methods. 

On the basis of aforementioned results, it can be confidently concluded that the set of attributes obtained 
from Rough Sets analysis has a proper R2 value and has the highest accuracy and quality of approximation, in 
comparison with the set of attributes resulting from Regression analysis. Hence, applying Rough Sets analysis to 
extract the relationship between independent variables separately, and between independent variables and 
dependent variables to find the most important set(s) of parameters describing dependent variables, is highly 
recommended. 
 
7. Conclusions 
 

The goal of this research has been to discover the most important parameters affecting the trip assignment 
process and choice of route by road users. To this end, the decision table was established as a first step, where 
we attempted to recognize affecting parameters and adapt them to local conditions. Next, using expertise and 
theoretical concepts, continuous attributes were discretized to disjointed ones, and then, data about these 
attributes was collected. The Rough Sets Theory and Multiple Linear Regression (MLR) were used to get the 
final results. Finally, a comparison between these results was conducted. 

Concerning two criteria that have been studied, the R2 value and the accuracy and quality of approximation, 
the main findings are as follows: 

 Rough Sets analysis offers more accurate and reliable results than that of Regression analysis. We can 
therefore discover the most affecting independent parameters more accurately using Rough Sets Theory. 
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 Applying Rough Sets analysis, we recognized three attributes (Route Length, Trip Time and Pavement 

Condition and Quality) as core attributes. This means that in the studied area, these factors are the main 
factors affecting the choice behavior of road users. 

Now, here is a question. What is the importance of these findings and in general, the importance of these 
reducts? The answer is that we can now take advantage of these attributes to make new, more reliable and more 
flexible trip assignment models, where qualitative parameters are considered in addition to quantitative 
parameters. Moreover, they can be used to improve the flow of traffic in poor traffic conditions. By changing the 
values of all parameters in a certain set of attributes, we can transfer traffic load from one route to another 
alternative route within a traffic network. 
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