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ABSTRACT

In this paper we are going to reviewing the page replacement algorithms and comparing the performance of various algorithms in this field. We succeed that represent a new page replacement algorithm according to LRU method that has a better performance than former methods. Our major attempt was to substitute some former method characteristic based on new idea. in this competition we evaluate new policy that precisely, needed some components for select page for replacement. But key concept is the replacement algorithm must impose no overhead to system.

Keywords: Page Replacement, LRU Algorithm, Novel Page Replacement Algorithm

1. INTRODUCTION

Managing the memory in a computer system requires two or more levels of memory to be controlled. Among these levels, one with shortest access time is selected as the first level, also called primary memory. Because of short access time and so, the fast access, such this memory is expensive while having lower storage space. This limited space, in turn, yields to fast overflow and so, if more memory is required, some parts of this memory must be empty.

A major method to managing the memory space and distributing the limited space among the applications to be executed was the memory segmentation. But, because of external fragmentation phenomenon which yielded to apparently wasting the memory space, this method was replaced with the paging method. Also, the latent memory wasting was the reason for the paging method to be inefficient. So a method based on a combination of these two models was introduced to resolve their problems. In a paging basis, the available memory space is divided into blocks known as page frames. Each application asking the memory is divided into some pages and will be given a number of page frames to contain some of these pages. This number is determined by the operating system and can be different for applications. Until the memory contains at least one empty page frame, designating the frames for the applications and loading the pages into them is easy, relatively.

But, the main problem in managing the frames will be evolved when all available frames have been designated to the applications and there are no empty frames. The solution for this, will be expelling one or more pages from the memory and free some frames to be designated for new pages. It is important to determine what page(s) must be expelled. Removing a page that may be required in close future can affect the system performance; because imposes a reloading time overhead.

These challenges have motivated the researchers to introduce page replacement algorithms, which select a page to be replaced with a new one, based on determined criterions, politics and purposes. In diverse conditions, diverse algorithms have different performances. Among the proposed methods, FIFO, NRU, Second Chance, Clock, LRU and Optimal algorithms can be mentioned. Also, among these, the optimal algorithm has the best performance; but it has been impractical already and only can be used as a comparison reference to evaluate other methods. After this algorithm, Least Frequently Used (LRU) has been known as the most efficient algorithm. This algorithm considers the number of times which each resident page in the memory has been referred to, and selects a page with minimum counter value to be moved out of memory. Since this algorithm has been the most efficient method among the practical algorithms, most of researches have focused on it to improve the performance. Also, this has created a motivation to present a method based on introducing an extra parameter aside the parameter used by LRU, such that the page replacement process can be performed more efficiently.

So, for the purpose of this paper, it has been organized as follows: in section 2, some page replacement algorithms, previously presented, include FIFO, NRU, Second Chance, Clock, LRU and Optimal will be reviewed. The proposed algorithm will be presented in section 3 and its criterion parameters will be introduced there. Section 4 has been designated for reporting the experiments results and comparisons between the mentioned method performances. Finally, section 5 will contain the conclusions.

2. The Page Replacement Algorithms

As mentioned earlier, during a program execution, usually, some data are required to be loaded into the primary memory. In the memory management, based on paging mechanism, the required data are entered to the memory as pages contents. When a required page is not found in memory, a page fault event is occurred. In these cases, the required page must be loaded into memory. But if all page frames are full, the main problem will be finding an
appropriate frame to contain the required page. Really, the operating system must select a page frame in primary memory and move its content out of it so that an empty page frame is provided for the new page, entering to the memory [2]. Although, when a page fault occurs, one frame can be selected randomly, in order to increase the system performance, it will be better to select a page that don’t affect the system and program execution politics; because, if a page with high usage ratio is selected and move out of primary memory, it may be required to be reloaded, soon. When a page contents are loaded into primary memory, actually, they are read from a secondary memory (input operation). Also, when a page is moved out of primary memory, it must be written on a secondary memory (output operation). So, a page fault occurring can impose Input/Output operations to the system. As can be seen in Fig. 1, reducing I/O in multi programming models increases the CPU performance [4].

![Fig. 1: Increasing CPU performance by I/O reducing](image1)

Appropriate selecting the pages can reduce the page fault occurs and so, can reduce the I/O which in turn, increases the system performance. Since now, many studies about page replacement algorithms are done and several algorithms have been presented practically and theoretically. In the following, some of most important ones will be investigated.

2.1. The First-In-First-Out (FIFO)

According to this algorithm, when a page fault occurs, if there is one or more empty frame(s) in primary memory, the new invoked page will be loaded into it or one of them. But for cases in which no empty frames exist, a page with the most memory residence time will be selected for exit. In the other word, a page that has entered to the memory before all other pages, will exit the memory before them. The idea behind this politics is that, the first entered page has had enough chance to be used and this chance must be given to another page [5]. This algorithm suffers from some disadvantages. As the first, if a page is used frequently in several time periods, it will be identified as the last or oldest page, ultimately, and may be selected to be moved out from the memory, while there is a considerable probability for urgent need to it. In such these cases, the selection will be inefficient; since the removed page must be reloaded into memory almost immediately [8].

Another disadvantage for this algorithm relates to this fact that increasing the memory frames designated for a process can yield to a lower page fault ratio; but Belady, Flone and Shelder found that, in using FIFO for special page invoking sequences, increasing the frames number will increase the page fault ratio. Such this event is referred to as FIFO Anomaly.

Fig. 2 and Fig. 3 depict the FIFO execution for different frames number. Fig. 3 shows that in special sequences, increasing frames number yields to page fault ratio increasing. So, this algorithm performance reduces regarding frame number growing.

![Fig. 2: The FIFO performance difference for various frames number](image2)
2.2. Not Recently Used (NRU)

The policy considered in NRU, is that a page without any change, during its residence in primary memory, can be known as a desirable page to be expelled from the memory. This algorithm uses two status bits named Reference bit (R) and Modification bit (M). These bits are contained in each page table entry, and the algorithm initializes them with zero, for all pages. When a page is referred to or its contents change, R or M will be set, respectively. Since, these bits must be updated for each page referring, it is essential that they be set by the hardware.

When there is a need to replace a page with a new one, first, it is attempted to find a page without any reference (R=0). If no such this page was found, a page with R=1, preferably with M=0 (without change) will be selected. The reason for such this selection is that removing pages with change (M=1), impose a secondary memory rewriting overhead. Since the reference bit for most pages is set to one, gradually, the ability to detect the most appropriate page, for exiting the primary memory, will be reduced. To preventing such this challenge, all pages reference bits are reset periodically. Regarding different states for R and M, four major groups of pages can be imagined:

- Class 0: Not Referenced, Not Modified (R=0, M=0).
- Class 1: Not Referenced, Modified (R=0, M=1).
- Class 2: Referenced, Not Modified (R=1, M=0).
- Class 3: Referenced, Modified (R=1, M=1).

The groups with lower numbers include the pages with more priority to exit the memory, and the later group's members have minimum priority. The contradictory state for class 1 is via the reference bits resetting for pages. This phenomenon leads to have pages that are modified while not be referenced.

2.3. The Second Chance Algorithm

Applying a simple change in FIFO can prevent from removing pages that are used widely. In the modified FIFO, named the Second Chance algorithm, a reference bit (R) with a definition similar to above mentioned bit (for NRU) is considered along with the pages histories. This means that, for selecting a page to be moved out, the reference bit for the oldest resident page is investigated. If it's zero, the intended page is known as both an old and useless page, and so, it will be replaced with a new page. But if R=1 for the oldest page, it will be cleared and the associated page will be moved to the end of queue, similar to a page that has been arrived to the memory, just now [9]. Then the search will continue. Really, this algorithm looks for a page which has not been referred to in previous clock pulses [7]. If all pages have R=1, this algorithm operates similair to FIFO. Fig.4 shows how this algorithm operates.

- Reference string: 1, 2, 3, 4, 1, 2, 5, 1, 2, 3, 4, 5
- 3 frames (3 pages can be in memory at a time per process):

<table>
<thead>
<tr>
<th>Page</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

9 page faults
- 4 frames:

<table>
<thead>
<tr>
<th>Page</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

10 page faults
- FIFO Replacement manifests Belady’s Anomaly:
  - more frames => more page faults

Fig. 3: FIFO anomaly diagram

Fig. 4: The second chance algorithm operation
2.4. The Clock Algorithm

The second chance algorithm could be known as a reasonable algorithm. However it is unnecessarily inefficient, since it is constantly moving pages around on its list. But a better approach can be keeping all the page frames on a circular list, in a clock form. As can be seen in fig. 5, the oldest page is pointed by a hand. When a page fault occurs, the page being pointed to by the hand is investigated. If its reference bit (R) is 0, the page is moved out of memory, and is replaced with the new page. Then the hand is advanced one position. Otherwise, if R = 1, it is cleared and the hand is advanced to the next page. This process is repeated until a page with R = 0 is found. This algorithm, so called clock, differs from second chance algorithm, only in the implementation [1].

Fig. 5: The clock algorithm schematic form

2.5. Least Recently Used (LRU)

The idea behind this algorithm is based on this fact that the pages widely used in the last few instructions, will probably be used heavily again, in the next few ones. And, in contrast, the pages that have not been used for long times, will probably remain unused afterward. So, this algorithm selects a page that its last usage is before all other resident pages. This idea is based on Locality theory [2]. The LRU algorithm has been used as a common page replacement algorithm and has been considered as a successful algorithm. Fig. 6 shows this algorithm functionality by considering a random page calling sequence.

Although this algorithm has a suitable performance, as a disadvantage, its difficult and expensive implementation can be addressed [3]. Fully implementing LRU requires maintaining a linked list of all pages in memory, in which, the most recently used page is placed at the front, and the least recently used page is placed at the rear. This list must be updated on every memory reference. This includes finding a page in the list, deleting it, and then moving it to the front. But it is a very time consuming operation, even in hardware (assuming that such hardware could be built). As another ways to implement LRU, two methods can be considered:

- Using a stack – In this case, each invoked page is inserted on the top of stack. So the pages that have most usage, recently, are put on the stack top, always. Fig. 7 shows how this stack works [6].

Fig. 6: LRU algorithm execution by considering 3 page frames

Fig. 7: The hardware Implementation for LRU by the stack
• Using a counter – In this method, a 64-bit counter (C) is used. After executing each instruction, this counter will be incremented, automatically. The page table entry for each resident page includes a field that can store the counter value, and when a page is referred to, the current value of C is stored in its page table entry. When a page fault occurs, all counter values stored in page table entries are examined and the lowest one is selected. This minimum value corresponds to a page that has been least recently used. So this page will be moved out of memory and its location is designated for a new page.

2.6. The Optimal Algorithm
Among all page replacement algorithms, the optimal algorithm has the best performance; but its implementation has been impossible, since now. In this algorithm, when a page fault occurs, if there is any empty frame, it will contain the new invoked page. But the main problem will be selecting a frame to be vacated if there is no empty frame. To solve this problem, a number is assigned to each page in the memory. This numeric tag specifies the number of operations that must be performed before referring to its correspond page. According to this, it must be clear that a page with maximum tag value will go out of memory. In the other word, the operating system tries to avoid undesirable events as much as possible. Or simply, one page is selected to be moved out which its first following usage is expected to be after all other pages usages.

However, one of reasons for designing this algorithm, while it is not practically applicable, is its usage as an ideal reference for evaluating and comparing practical (and not theoretical) algorithms. Fig. 8 shows this algorithm execution by considering a random page invoking sequence. As previously mentioned, among all practical algorithms for page replacement in primary memory, the LRU algorithm has been known as the best performance one. But this algorithm, via its challenges, has been studied and considered for presenting new algorithms with better performances. As explained in section 2, the LRU algorithm uses for each page, the number of times that the page has been referred, recently. This paper, at the following, will present a method that uses a new parameter along with the LRU parameter, to select the page that must be sent out of memory.

3. Presenting the Proposed Method
In this section, an algorithm based on LRU will be introduced, and will be referred to as PRO_LRU, here. The first and most important note about this algorithm is using an extra feature for selecting the outgoing pages, together with the feature, used by LRU. While this secondary feature interacts with the first one (the LRU parameter), is assumed to has a more determining role, among two features. In the other word, the proposed algorithm has two indicators for selecting the best page:

1. The total number of references, to now (TNR)
2. The spent time since last reference (STR)

In this algorithm, when a page fault occurs, the first parameter, TNR, will be investigated for all pages. If there is only one page with minimum TNR value, this page will be selected to exit the memory. And so, in such these cases, the algorithm operates similar to LRU. Otherwise, if the minimum TNR value is shared between special fractions of pages (r), the second parameter comes to be mentioned. In the other word, when the number of pages with minimum TNR value is more than one, the second parameter (STR) will be considered to selecting the page, among this set of filtered pages. In this case, considering all pages with minimum TNR value, a page with most STR value will be selected, that is, a page that most time has been spent from its last reference. Fig. 9 shows a flowchart describing this process. Also, Fig. 10, shows the PRO_LRU for 3 page frames, considering the rate r=2/3.
Fig. 10: Executing PRO_LRU for 3-frame memory

3. EXPERIMENTAL RESULTS

In order to evaluate the proposed algorithm and comparing it with the other algorithms, they have been simulated using MATLAB. Some experiments have been done and in each, a number of page invoking sequences have been used to computing the performance. In the first one, the Hit ratio has been considered as the compare criterion. For this purpose, 100 random sequences with length 25 were imposed to LRU and PRO-LRU, as page invoking sequences. In this experiment, four cases for memory frame number include 2-Frame, 3-Frame, 4-Frame and 5-Frame were considered and the results have been reported in Table (1). Based on this table, the bar diagram for these results can be shown as fig. 11.

<table>
<thead>
<tr>
<th>The Model</th>
<th>Hit Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 FRAME</td>
</tr>
<tr>
<td>PRO-LRU</td>
<td>13.96</td>
</tr>
<tr>
<td>LRU</td>
<td>13.75</td>
</tr>
</tbody>
</table>

Fig. 11: Comparing LRU and PRO-LRU for several memory frame numbers, regarding Hit ratio

In the second experiment, the Hit ratio has been considered as the compare criterion, again. But in this experiment, the difference between Hit ratio values, per diverse memory sizes (in term of frame number) is considered. For this purpose, by considering each memory size, 100 random sequences with length 25 were imposed to LRU and PRO-LRU. For each size, the rate of invoking per which the Hit ratio for PRO-LRU is lower than LRU Hit ratio, is reported. The same is repeated for PRO-LRU=LRU and PRO-LRU>LRU. In this experiment, four cases for memory size include 2-Frame, 3-Frame, 4-Frame and 5-Frame were considered, and the results have been reported in Table (2). Also, based on this table, the bar diagram for these results can be shown as fig. 12.

<table>
<thead>
<tr>
<th>Memory Size</th>
<th>Failure (PRO-LRU &lt; LRU)</th>
<th>Equal (PRO-LRU = LRU)</th>
<th>Success (PRO-LRU &gt; LRU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Frame</td>
<td>33%</td>
<td>38.50%</td>
<td>28%</td>
</tr>
<tr>
<td>3 Frame</td>
<td>22.80%</td>
<td>24.50%</td>
<td>52.60%</td>
</tr>
<tr>
<td>4 Frame</td>
<td>17.50%</td>
<td>21.05%</td>
<td>61.40%</td>
</tr>
<tr>
<td>5 Frame</td>
<td>14.03%</td>
<td>17.50%</td>
<td>68.42%</td>
</tr>
</tbody>
</table>
5. Conclusion

Studying the page replacement algorithms has indicated that among all practical algorithms, the LRU has had the best performance, and the next researches have focused on this algorithm, for improving the performance. In this paper, a page replacement algorithm based on LRU was presented. This algorithm used a complementary parameter beside the LRU parameter, to determining the page that must be replaced with a new one. Considering the results of experiments shows that adding this parameter can improve the performance of page replacement process. Investigating above tables and figures indicates that this parameter (page reference number) can offer better improvements while the number of frames increases.
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